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Editorial 

 

The current special issue of the Applied Medical Informatics journal comes out with 14 papers as extended 
abstracts of the posters presented during the EFMI-STC 2024 conference “Collaboration across disciplines for 
the health of people, animals, and ecosystems”, 27-29 November 2024, Timişoara, Romania. This issue content 
has been peer-reviewed and edited by Medical Informatics scientists and researchers across the world. This event 
was organized by the Romanian Society of Medical Informatics, as a national member of the European Federation 
for Medical Informatics and hosted by University Politehnica Timişoara. West University Timişoara and “Victor 
Babeş” University of Medicine and Pharmacy Timişoara were co-organizers. 

One Health is a concept that recognizes the interconnectedness of human, animal, and environmental health. It 
emphasizes that a holistic approach is essential to address health challenges effectively.  

Digitalization, with its advancements in technology and data science, plays a crucial role in enhancing One Health 
efforts. By leveraging digital tools, we can collect, analyze, and share data across various sectors, leading to better 
insights and informed decision-making. Digital technologies facilitate real-time monitoring of diseases, early 
warning systems, and rapid response measures. They also enable the development of innovative solutions, such as 
telemedicine and remote sensing, to improve access to healthcare and environmental monitoring. However, the 
integration of digital technologies into One Health also presents challenges, including data privacy, cybersecurity, 
and the digital divide. Addressing these issues is essential to ensure the equitable and sustainable implementation 
of One Health initiatives in the digital age. 

The papers cover specific topics, such as Practical Implementation of Artificial Intelligence (AI), Data and Standards in 
Healthcare, Human Aspects in Digital Health, Education in Healthcare - New Paradigms and Tools, Interprofessional Digital 
Communication and Collaboration in Healthcare, and Healthcare Information Systems. 
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Abstract 
Introduction: Epidermal growth factor receptor (EGFR) amplification predicts poor survival in patients with brain 
gliomas. Purpose: This study aimed to evaluate whether EGFR amplification status can be predicted using radiomics 
data from dynamic PET scanning with 11C-methionine. Materials and Methods: We analyzed 31 PET/CT scans 
from 31 patients (7 men 22.6% and 24 women 77.4%, mean age 59 ± 10 years). Three datasets were used to predict 
EGFR amplification status via machine learning: 1) Radiomic features calculated as time series for each image 
biomarker; 2) Dynamic tumor-to-normal brain ratio (T/N) of radiopharmaceutical uptake - time series of T/N 
peak for 26 frames; 3) Static T/N - peak, max, and average T/N for static images. Results: Radiomics-based models 
achieved an average accuracy of 1.0 using k-nearest neighbors across thirty subsampling experiments. Despite this 
promising result, we approach it critically, considering significant methodological limitations of our study and 
similar works. These include a small sample size, lack of standardized regions of interest, and absence of 
reproducibility tests for the selected imaging biomarkers and resulting models. Conclusion: Further research should 
focus on reproducibility, which is crucial for ensuring the non-randomness, generalizability, and real-world value 
of our findings. 

Keywords: Glioblastoma; Radiomics; Positron Emission Tomography Computed Tomography; Artificial 
Intelligence; Epidermal growth factor receptor 

Introduction 

Epidermal growth factor receptor (EGFR) amplification predicts poor survival in patients with brain gliomas. 
In this study, we aimed to evaluate whether EGFR amplification status can be predicted using radiomics data from 
dynamic positron emission tomography (PET) scanning with 11C-methionine. 

Materials and Methods 

We analyzed preoperative PET scans with 11C-methionine from adult patients diagnosed with supratentorial 
glioblastoma (isocitrate dehydrogenase (IDH) wildtype) treated at the N.N. Burdenko National Medical Research 
Center for Neurosurgery between 2018 and 2020. The scanning continued for 20 minutes after intravenous 
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radiotracer injection. We used two methods for PET image reconstruction: dynamic and static. The dynamic 
images were obtained over 26 scanning time intervals consisting of 6 frames of 10 seconds each during the first 
minute, followed by 6 frames of 20 seconds, 6 frames of 30 seconds, 4 frames of 60 seconds, and finally, 4 frames 
of 150 seconds each. Static images were generated using data acquired between the 10th and 20th minutes 
(corresponding to frames 23 to 26). 3D OSEM algorithm with 5 iterations and 8 subsets and Gaussian filter of 5 
mm was used for image reconstruction, incorporating attenuation correction from low-dose computed 
tomography. 

Data preprocessing and generation of time-activity curves for 11C- methionine were performed using PMOD 
software (version 4.2). An experienced radiologist with 5 years of expertise delineated the metabolic tumor volume 
(MTV), which was subsequently used as the volume of interest for mask creation. To assess the relative metabolic 
activity of 11C-methionine in glioblastoma, the values of the standardized uptake value (SUV) were summarized 
in the most active tumor region (SUVt) and in normal brain tissue (SUVn). Then the tumor-to-brain ratio was 
derived as T/N = SUVt/SUVn. In our study, we applied three different methods for calculating the T/N ratio:  

1) T/Npeak: SUVt was measured as the average uptake value in the most metabolically active 1 cm³ of the 
tumor 

2) T/Nmax: SUVt was measured as the maximum uptake value within the MTV 
3) T/Nmean: SUVt was measured as the mean uptake value within the MTV 
For all three methods, SUVn was calculated as the average uptake value in a spherical volume of interest (~10 

mm in radius) placed in a mixed white and gray matter area of healthy tissue in the contralateral hemisphere. 
In line with our dynamic and static image reconstruction methods, we analyzed two types of T/N data: static 

and dynamic. For static T/N data, we calculated T/Npeak, T/Nmax, and T/Nmean using the static image. 
Dynamic T/N data were represented as a time series of T/Npeak values for each of the 26 frames. 

In addition to the standard T/N measurements, we calculated a wide range of radiomic biomarkers within the 
MTV for each frame of the dynamic images. To achieve this, we applied an MTV mask to the dynamic images and 
excluded all values outside the masked region. We then computed radiomic features from these masked images 
using the RIA library. The voxel values from the MTV were discretized into 2, 4, 8, 16, 32, 64, and 128 bins. Our 
analysis included first-order statistics, gray level co-occurrence matrix, gray level run length matrix, and geometry-
based statistics. Each radiomic feature was represented as a time series derived from the 26 frames of the dynamic 
image. All calculations and data analysis were performed using R programming language (version 4.3.1) in the 
RStudio Server IDE (version 2023.09.0, build 463) on an NVIDIA DGX A100 supercomputer. 

Thus, to achieve the goal of predicting EGFR amplification status based on PET data, we obtained three 
datasets:  

1) Radiomic features - calculated as time series for each image biomarker 
2) T/N (dynamic) - time series of T/N peak for 26 frames 
3) T/N (static) - T/N peak, T/N max, and T/N average for static images 
Using the feasts and fabletools R packages, we generated 43 features for each time series (including radiomic 

features and dynamic T/N) to use as predictors in machine learning. For radiomics data, we selected only those 
predictors that showed statistically significant differences between groups with positive and negative EGFR 
amplification (p < 0.05). We trained various machine learning (ML) models on each dataset, including k-nearest 
neighbors, naïve Bayes, decision trees, logistic regression with LASSO regularization, random forest, support 
vector machine, XGBoost, and CatBoost to predict the binary EGFR amplification status (0,1). Each ML 
experiment with a distinct model was repeated 30 times using subsampling. In each iteration, the original dataset 
was split into training (45%) and testing (55%) subsets at the patient level. The mlr3verse package ecosystem was 
used to execute the machine learning procedures. 

Results 

Our study included 31 PET scans from 31 patients (7 (22.6%) men and 24 (77.4%) women, avg. age 59 ± 10 
years). In our sample, only 9 (29%) patients had a positive EGFR amplification status. The median T/N values 
for T/Npeak, T/Nmax, and T/Nmin were 3.72 [3.22; 4.32], 3.88 [3.22; 4.69], and 1.45 [1.28; 1.81], respectively. 

The radiomics pipeline produced 4839 initial features (as time series for 26 frames) which were converted into 
191,039 time series features. Only the 1,140 predictors that showed statistically significant differences between the 
EGFR amplification subgroups were considered for ML. Table 1 summarizes the results of ML experiments in 
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predicting EGFR amplification status across the three datasets. 

Table 1. Performance metrics for the top three ML models in predicting EGFR amplification 
status for each dataset 

Predictors Model BACC ACC SEN SPE F1 AUC 

Radiomic features KNN 1.000 1.000 1.000 1.000 1.000 1.000 
Radiomic features CB 0.983 0.990 0.967 1.000 0.982 1.000 
Radiomic features RF 0.893 0.937 0.787 1.000 0.866 0.999 

T/N (dynamic) LR 0.505 0.592 0.293 0.717 - 0.446 
T/N (dynamic) SVM 0.503 0.663 0.113 0.892 - 0.466 
T/N (dynamic) DT 0.500 0.706 0.000 1.000 - 0.500 

T/N ratio (static) CB 0.504 0.629 0.200 0.808 0.217 0.558 
T/N ratio (static) KNN 0.508 0.645 0.173 0.842 - 0.563 
T/N ratio (static) DT 0.500 0.706 0.000 1.000 - 0.500 

BACC – balanced accuracy; ACC – accuracy; SEN – sensitivity;  
SPE – specificity; AUC – area under ROC-curve 

Discussion 

We found no publications on using radiomics to predict EGFR amplification based on dynamic and static PET 
images. MRI studies suggest that predicting EGFR amplification status is challenging. However, B. Sohn et al. 
(2023) showed promising results in this task (ROC AUC = 0.80) using radiomics on dynamic contrast-enhanced 
MRI data [1]. N. Vikhrova et al. (2024) revealed statistically significant differences in T/N for PET with 11C-
methionine between glioblastoma patients with positive and negative EGFR amplification [2]. Additionally, Z. Li 
et al. (2022) demonstrated that radiomic features from dynamic O-(2-18F-fluoroethyl)-L-tyrosine PET images can 
enhance survival prognosis in patients with IDH-wildtype glioblastoma [3]. These findings also justify investigation 
into the diagnostic and prognostic value of radiomics obtained from dynamic 11C-methionine PET images. 

In our study, T/N ratios from 11C-methionine PET in various forms proved to be poor predictors of EGFR 
amplification (Table 1). In contrast, dynamic radiomic features, transformed into time series features, were selected 
from a large pool and enabled us to distinguish between positive and negative EGFR classes with high accuracy. 
Despite these impressive results, we approach them critically, considering the significant methodological 
limitations including a small sample size, model overfitting risks, lack of standardized regions of interest, and 
absence of reproducibility tests for the selected imaging biomarkers and resulting models. Such reproducibility is 
crucial for ensuring the non-randomness, generalizability, and real-world value of our findings [4]. 

Conclusions 

Radiomics enables the creation of a large feature space of quantitative biomarkers, allowing for the selection of 
predictors that effectively determine EGFR status based on dynamic PET images of glioblastoma with 11C-
methionine. However, the reproducibility of these results is unknown and needs to be established in future studies. 

List of Abbreviations: ACC – accuracy; AUC – area under ROC-curve; BACC – balanced accuracy; EGFR – epidermal 
growth factor receptor; IDH – isocitrate dehydrogenase; ML – machine learning; MTV – metabolic tumor volume; PET – 
positron emission tomography; ROC – receiver operating characteristic; SEN – sensitivity; SPE – specificity; SUV – 
standardized uptake value; T/N – tumor-to-normal brain ratio. 
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data. GD produced radiomic features and statistical analysis. All authors read and approved the final manuscript. 
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Abstract 
In production settings, deep learning models often rely on fixed thresholds. This study investigates whether using 
varying thresholds over time enhances predictive accuracy and clinical utility, especially for early sepsis prediction. 
We retrospectively analyzed EMR data from Hallym University Chuncheon Sacred Heart Hospital (2018-2022), 
excluding patients aged under 18 or without vital signs. Utilizing the AITRICS-VC SEPS deep learning model, 
which predicts sepsis using six vital signs, eleven lab results and patient information, we examined prediction 
thresholds at one-hour intervals before sepsis onset. Optimal thresholds for each interval were identified using the 
Youden index. Net benefit and decision curve analysis compared the performance of time-varying versus global 
thresholds. Results show interval-specific thresholds yield higher net benefits and increased true positive 
detections: 456 (0-1 hour), 122 (1-2 hours), 41 (2-3 hours), and 29 (3-4 hours) before sepsis onset. This suggests 
dynamically adjusting thresholds over time can improve early sepsis detection and patient outcomes. 

Keywords: Deep learning; Early prediction; Sepsis; Threshold adjustment; Net benefit 

Introduction 

It is common to use the area under the receiver operating characteristic curve to present or evaluate the 
performance of deep learning models. However, in production settings, a specific threshold is typically set to 
evaluate performance. This raises the question: is this the best convention? For time-series prediction models, such 
as those used for early prediction of sepsis, it may be beneficial to use different thresholds over time. The model’s 
prediction values may be lower when far from the onset time and relatively higher when close to the onset time. 
In this study, we explore whether using different thresholds over time is beneficial. We apply the concepts of net 
benefit and decision curve analysis to evaluate this approach. 
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Materials and Methods 

Study Design 

Our objective is to demonstrate the benefits of applying different thresholds over time in a deep learning model 
focused on the early prediction of sepsis onset. We hypothesize that the optimal threshold varies over time intervals 
before the onset, which can be particularly beneficial for early detection and intervention.  

To determine if the optimal threshold varies over the specified time intervals, we split each episode into the 
intervals of 0-1 hour, 1-2 hours, 2-3 hours, and 3-4 hours before the onset. For negative episodes (those without 
an onset time), we used the timestamp of the last observation recorded instead. The Youden index, defined as the 
maximum of the sum of sensitivity and specificity scaled by subtracting 1, is a useful for finding the optimal 
threshold considering the balance. It is used to identify the optimal threshold for each interval [1]. 

Data Collection and Processing  

We retrospectively collected EMR data in Hallym University Chuncheon Sacred Heart Hospital in period of 
from 2018-01-01 to 2022-12-31. Patients who are below 18 years of age or who have no vital signs reported were 
excluded. Collected data was refined into episode per each patient. Episodes were segmented into one-hour 
intervals relative to the sepsis onset time.  

Deep Learning Model for Early Prediction of Sepsis 

In this study, we utilized a deep learning model called AITRICS-VC SEPS, which has been approved by the 
Korea’s Ministry of Food and Drug Safety as a medical AI solution that predicts future sepsis occurrence [2]. The 
model gets six vital sign, eleven lab results, and patient information, refer to the past in time-series manner, and 
then returns future sepsis risk probability. 

Net Benefit and Decision Curve Analysis 

To evaluate whether a model does more good than harm when used in clinical practice, we utilize the concept 
of net benefit [3-4]. Net benefit provides a measure that balances the true positive outcomes against the false 
positive outcomes, adjusted by the odds of a given threshold probability. The formula for net benefit is defined 
as: 

 (1) 

where N is the total sample size and  is a threshold probability to define when a patient is positive. The number 
of true positives and false positives are determined based on the threshold probability . Additionally, 
Standardized net benefit is more interpretable when compared with net benefits, and the outcome prevalence of 
each group is used to weight. 

The decision curve is plotted with threshold probabilities on the x-axis and their corresponding net benefit 
values on the y-axis.  

Results 

Demographic Information 

During the period, we collected 46,842 patients. Of which 22,317 (47.6%) were female and 24,525 were male 
(52.4%). Mean age of all patients was 58.2 (Standard deviation 18.3). The prevalence of sepsis was 6.7% (n=3,120).  

Decision Curve Analysis 

Figure 1 illustrates the decision curves for interval-group-specific cutoffs alongside the global cutoff. For all 
interval groups, the optimal thresholds calculated using the Youden index correspond to higher net benefit values, 
compared to those derived from the global cutoff. 
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Figure 1. (A) Net benefit curves for each interval group. (B) Standardized net benefit curves. The global 
threshold (0.07) is represented by a vertical line. Optimal thresholds for each benefit line are indicated by 

numbers and distinct markers. The dashed line represents a policy of treating all patients regardless of their 
score. 

Group-wise optimal thresholds enhanced the detection of true positives across time intervals. Increases were 
observed in the number of true positives: 456 (9.4%) within the 0-1 hour interval, 122 (4.1%) within 1-2 hours, 41 
(1.8%) within 2-3 hours, and 29 (3.1%) within 3-4 hours. 

Discussion 

In this study, we explored that using varying threshold over time would be beneficial than using a single global 
threshold when deploying a deep learning model, especially for early sepsis prediction. To achieve this, we utilized 
the net benefit concept and decision curve analysis.  

Our retrospective study highlights the benefits of using varying thresholds. However, a key limitation is the 
reliance on known onset times, which allows for grouping data by hour-based intervals. In real-world settings, the 
onset time cannot be predicted in advance. To address this, we suggest including informative messages when 
alarms are triggered using a global cutoff, indicating the observed findings. 

Conclusions 

This study demonstrates that applying time-varying thresholds in early sepsis prediction models significantly 
enhances detection accuracy and clinical decision-making benefits. The improved net benefits and increased true 
positive rates highlight the potential for this approach to be adopted in clinical settings, offering a more responsive 
and precise method for early intervention. 

List of Abbreviations: Not applicable. 

Author Contributions: SSH, HC defined the research’s aim and the experiments’ design. SJH participated in the design of 
the study. SSH carried out the experiments and performed the statistical analysis. SSH makes figure. HC and SSH write the 
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Abstract 
We evaluated ‘VITALCARE-SEPS’, a deep learning model for sepsis prediction, using the activity monitoring 
operator characteristics curve with two different scoring algorithms. This evaluation is crucial as the AMOC curve 
addresses the time-dependent nature of predictions, providing a more nuanced performance assessment than 
traditional ROC metrics. Our findings demonstrate that the AMOC curve significantly enhances the evaluation of 
time-series predictions, enabling more accurate and continuous performance monitoring of machine learning 
models in clinical settings. This approach can improve model deployment and ultimately lead to better patient 
outcomes in healthcare. 

Keywords: Deep learning; Sepsis; Activity monitoring; ROC (receiver operating characteristic) curve  

Introduction 

The area under the receiver operating characteristic (ROC) curve (AUC-ROC) is a well-established metric for 
evaluating machine learning models in binary classification tasks. It provides a single scalar value summarizing the 
trade-off between true positive and false positive rates across various thresholds. However, AUC-ROC may not 
be ideal for time-series contexts or dynamic environments, such as clinical settings, as it treats each inference point 
equally without considering temporal aspects or the sequence of predictions. 

To address this limitation, time-dependent ROC curves were introduced [1,2] to evaluate model performance 
at different time points, showing how prediction accuracy evolves over time. Yet, this approach still falls short in 
capturing the timing of predictions relative to clinical outcomes, failing to reward early predictions or penalize late 
ones, which is crucial in time-sensitive scenarios like sepsis detection. 

Tom Fawcett proposed the Activity Monitoring Operator Characteristics [3] (AMOC) curve to offer a more 
nuanced evaluation of time-series predictions. The AMOC curve extends traditional and time-dependent ROC 
analyses by incorporating the timing of predictions, rewarding early correct predictions and penalizing late or 
incorrect ones. This approach provides a more comprehensive assessment, especially where timely interventions 
are critical. 
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Despite its advantages, the AMOC curve remains underutilized for evaluating time-series predictions. This 
study introduces the AMOC curve to assess the deep learning model ‘AITRICS-VC SEPS,’ used for early sepsis 
detection in clinical settings. By comparing the AMOC curve with traditional and time-dependent ROC curves, 
we show that the AMOC curve captures both accuracy and timing of predictions, highlighting its effectiveness and 
advocating for its broader use in scenarios where timely predictions are crucial. 

Materials and Methods 

Study Design 

We evaluated the deep learning model ‘VITALCARE-SEPS’, deployed in clinical settings. The model uses five 
vital signs, twelve lab results, and demographic information to generate a pseudo-probability of sepsis (0 to 1) upon 
new events (e.g., new lab results). Model inference outputs were retrospectively collected from EMR data of 
patients with sepsis infected from Hallym University Chuncheon Sacred Heart Hospital (2018-2022). Each model 
output was binarily labeled based on whether sepsis occurred within four hours. AMOC curves were drawn from 
these labeled inference results. 

Activity Monitor Operator Characteristics 

To illustrate a typical curve, we plot the false alarm rate against the average score. We evaluate each model 
inference output against threshold values from 0 to 1, at 0.01 intervals. This systematic quantization allows 
assessment across all thresholds. Scoring each inference across all patients and aggregating the results yields counts 
of true and false alarms and the average score. 

Scoring Functions Used to Draw AMOC Curve 

To evaluate model performance and construct the AMOC curve, we employed two scoring functions that 
account for both prediction accuracy and the timing of predictions: 

1) Simple Score Calculation: 
This function assigns a binary score where a true positive (score = 1) is recorded if the predicted probability 

(PredictionScore) exceeds a defined threshold and the event occurs (ObservedOutcome = 1). All other cases 
receive a score of 0. 

2) Time-Sensitive Scoring: 
This advanced function rewards early and moderate correct predictions differently while penalizing missed 

events and false positives. Specifically: 
 Early Correct Predictions: Receive a higher reward if the event is predicted before a pre-defined time 

threshold. 
 Moderate Correct Predictions: Receive a lower reward if predicted after this threshold. 
 Penalties: Applied for missed events and false positives, scaled based on the time to event occurrence. 

Results  

From 2018 to 2022 in Hallym University Chuncheon Sacred Heart Hospital, we retrospectively collected EMR 
data from 3,460 sepsis positive patients. From those patients, we generated 93,922 model inference outputs. We 
illustrated two AMOC curves applying different scoring algorithms on Figure 1. 
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Figure 2 (Left) AOMC curve drawn using simple scoring function (Right) AOMC curve drawn using time-
sensitive scoring function  

 

Discussion 

In this study, we used the Activity Monitoring Operator Characteristics (AMOC) curve to evaluate the 
‘VITALCARE-SEPS’ deep learning model for sepsis prediction, applying two different scoring functions. This 
analysis highlights each approach's strengths and limitations in capturing the timing of predictions, crucial in clinical 
settings. 

The AMOC curve using the simple scoring function (Figure 2, left) treats all correct predictions equally, 
regardless of timing. This method results in a curve where increases in the false alarm rate often correspond to 
proportional increases in the score. While straightforward, it does not account for the timing of predictions, 
potentially overestimating model performance in time-sensitive contexts. 

Conversely, the AMOC curve with the time-sensitive scoring function (Figure 2, right) addresses this by 
incorporating prediction timing into the evaluation. It rewards early correct predictions and penalizes missed events 
and false positives based on their timing. This results in a more nuanced curve that better reflects the practical 
needs of clinical decision-making, distinguishing between models that perform well in a timely manner and those 
that do not. 

The time-sensitive scoring function enhances the AMOC curve’s intuitiveness for real-time monitoring and 
evaluation. By accounting for the timing of predictions, it provides a more accurate assessment of model 
effectiveness in critical settings like sepsis detection. This refined approach could improve the deployment and 
performance of machine learning models in healthcare, potentially leading to better patient outcomes. 

Further research is needed to explore optimal reward and penalty parameters for the time-sensitive scoring 
function and their impact on model evaluation. 

Conclusions 

The AMOC curve enhances the evaluation of time-series predictions, leading to more accurate and continuous 
monitoring of clinical machine learning models. 

List of Abbreviations: activity monitoring operator characteristics (AMOC)  
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Abstract 
Early diagnosis of sepsis is crucial in clinical practice. Several studies have proposed sepsis prediction models to 
forecast the onset of sepsis in hospitals. However, validation of prediction models for community-onset sepsis, 
which is sepsis developed before admission to the hospital, is insufficient. This study investigates the relationship 
between the in-hospital prediction model scores and community-onset sepsis. We used hierarchical logistic 
regression analysis to explore the relationship between sepsis prevalence and AITRICS-VC SEPS tertile categories 
while adjusting for potential confounders. The low-SEPS group was used as the reference group. The odds ratio 
(ORs) of sepsis comparing the moderate versus low SEPS group are 1.198 (95%, 1.075-3.654), and the high versus 
low VC-SEPS group are 8.683 (95%, 4.995-15.095). Even though the sepsis prediction model was designed to 
predict in-hospital sepsis, high prediction scores are related to the prevalence of community-onset sepsis. This 
result implies that SEPS scores can stratify sepsis risks and be considered a patient assessment tool for triage. 

Keywords: Sepsis; Prediction; Deep learning; Risk stratification; Regression analysis 

Introduction 

Identifying sepsis early is essential in clinical settings [1]. Numerous prediction models have been developed to 
identify in-hospital sepsis [2]. However, research validating these models' effectiveness on patients who develop 
sepsis before hospital admission, known as community-onset sepsis, is insufficient. This study examined the 
connection between community-onset sepsis and the prediction score of AITRICS-VC SEPS, a model designed 
to predict in-hospital sepsis. 
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Materials and Methods 

Study Participants and Definition of Sepsis 

We collected patient data from the electronic medical records (EMR) of Keimyung University Dongsan 
Hospital (KUDH) from June 5th, 2023, to January 31st, 2024. Patients were identified as having sepsis using Rhee 
et al.’s Sepsis Clinical Surveillance Definition criteria [3]. Sepsis was classified into community-onset sepsis (COS) 
and hospital-onset sepsis (HOS), depending on whether it was identified within or after 48 hours of hospital 
admission. We excluded patients who identified as HOS in this analysis. 

Sepsis Prediction Model (AITRICS-VC SEPS) 

The sepsis prediction model was developed based on deep learning [4] and has been approved by the Korean 
Ministry of Food and Drug Safety for use in general wards as an AI-based clinical decision support system (CDSS). 
This model primarily aims to generate early warning scores to help medical staff screen patients before they develop 
septic shock. This model generates a score to identify sepsis in patients by providing an alert 4 hours before a 
formal diagnosis. It can handle data from clinical practice in time series and requires systolic blood pressure, 
diastolic blood pressure, pulse rate, respiratory rate, and body temperature to calculate scores. Additional 
laboratories related to sepsis can also be used to improve the model's predictive performance. It achieved the area 
under the receiver operating characteristic (AUROC) curves for 0.894 (95% CI, 0.832-0.937) on identifying COS 
in KUDH.  

Statistical Analysis 

We investigated whether AITRICS-VC SEPS could be used to stratify the risk of developing sepsis. Since age 
and gender are closely linked to sepsis prevalence [5], we grouped VC-SEPS scores into three categories based on 
age-specific and gender-specific percentiles: (Low-SEPS / Moderate-SEPS / High-SEPS). Additionally, we 
assessed if AITRICS-VC SEPS could serve as an independent biomarker for predicting sepsis. We used hierarchical 
logistic regression analysis to explore the relationship between sepsis prevalence and AITRICS-VC SEPS tertile 
categories while adjusting for potential confounders such as age, gender, body mass index (BMI), systolic blood 
pressure (SBP), and respiratory rate (RR). The low-SEPS group was used as the reference group. 

Results 

Study Populations 

A total of 6455 patient data were enrolled in the study, and 325 patients were diagnosed as having sepsis. In 
sepsis patients, 229 patients were identified as COS, and 96 patients were identified as HOS. In this study, 6130 
non-sepsis patients and 229 COS patients were used for analysis. 

Hierarchical Logistic Regression Analysis 

Table 1 shows the results of hierarchical regression analysis when incrementally adding variables related to 
sepsis. In the crude analysis, the odds ratios (ORs) of sepsis comparing the moderate versus low SEPS group are 
2.516 (95% CI, 1.377-4.598), and the ORs of the high versus low SEPS group are 13.225 (95% CI, 7.779-22.484) 
for sepsis. After adjustments for age, gender, BMI, SBP, and RR, the ORs of sepsis comparing the moderate versus 
low SEPS group are 1.198 (95% CI, 1.075-3.654), and the high versus low VC-SEPS group are 8.683 (95% CI, 
4.995-15.095). 
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Table 1. Results of the hierarchical regression analysis when incrementally adding variables related to sepsis. All 
values in each cell are reported in the form of Odds Ratio (Confidence Interval) 

Variable  Regression 1 Regression 2 Regression 3 Regression 4 

SEPS 
Low ref ref ref ref 
Moderate 2.516 (1.377-4.598) 1.973 (1.070-3.637) 1.971 (1.069-3.633) 1.982 (1.075-3.654) 
High 13.225 (7.779-22.484) 10.212 (5.923-17.609) 10.127 (5.850-17.532) 8.683 (4.995-15.095) 

Age   1.060 (1.049-1.072) 1.060 (1.049-1.072) 1.059 (1.048-1.071) 

Gender 
Male  ref ref ref 
Female  0.323 (0.240-0.433) 0.324 (0.241-0.435) 0.341 (0.253-0.459) 

BMI   0.963 (0.926-1.000) 0.963 (0.927-1.001) 0.967 (0.930-1.005) 
SBP    0.999 (0.994-1.005) 0.997 (0.992-1.003) 
RR     1.125 (1.076-1.175) 

Discussion 

In this study, we investigated that SEPS score can be used as independent predictors to assess COS. ORs were 
exponentially increased when the SEPS score increased even after adjustment for confounding factors. The SEPS 
high group was highly related to the prevalence of COS compared to the SEPS low group. However, the limitation 
of our study is that we focused only on COS, which is identified near admission. The relationship between SEPS 
scores and HOS could be different compared to COS. So, further analysis is necessary to make guidance for 
interpreting SEPS scores. 

Conclusions 

Even though AITRICS-VC SEPS were designed to predict HOS, SEPS scores are highly related to the 
prevalence of COS. This result implies that SEPS scores can stratify sepsis risks and be considered a patient 
assessment tool for triage. 

List of Abbreviations: Odds Ratio (ORs), Body Mass Index (BMI), Systolic Blood Pressure (SBP), Respiratory Rate (RR), 
Electronic Medical Records (EMR), Confidence Interval (CI), Clinical Decision Support System (CDSS), Community-onset 
Sepsis (COS), Hospital-onset Sepsis (HOS), Keimyung University Dongsan Hospital (KUDH), area under the receiver 
operating characteristic (AUROC). 
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Abstract 
The identification of rare diseases in health data is crucial for their epidemiological definition. Beyond the existing 
terminology system ORPHAcodes, we describe the possibilities of the 11th revision of the International 
Classification of Diseases. We analyzed the linkages of ORPHAcodes to ICD-11 items with only 376 items lacking 
unique representation in ICD-11. ICD-11 can be used to identify most rare diseases in administrative data. 

Keywords: Rare diseases; Classification; Terminology; Administrative data 

Introduction 

Rare diseases (RD) are defined differently in different parts of the world, but the basic parameter for defining 
rarity is most often the epidemiological characteristic of prevalence. In order to determine prevalence RD have to 
be identified in the collected data. 

In Europe, the definition of a rare disease is "one affecting fewer than 5 out of 10,000 members of the general 
population", while it must be a serious, chronic and often life-threatening condition [1-4]. 

An important information resource in the field of rare diseases is Orphanet, a multilingual information portal 
on rare diseases and orphan drugs [5]. 

Rare disorders defined in Orphanet nomenclature (ORPHAcodes) are cross-referenced with other international 
terminologies, classifications, and reference databases (including OMIM, ICD-10, ICD-11, SNOMED-CT, 
MedDRA, UMLS, MeSH, and GARD), in order to enable interoperability between different clinical information 
systems [6]. 

The content of Orphanet is published and regularly updated on Orphanet portal, where a full-text search system 
and an interactive presentation of rare disease classification hierarchies are available. Its full content can be 
downloaded at Orphadata as the Orphanet Nomenclature Pack, available in nine languages including Czech. 

Based on Orphanet database and knowledge resources several projects expanding the original work took place 
in recent years: 1) Joint European project RD-ACTION in 2014-2020 with the main objectives to support the 
development and sustainability of the Orphanet database and ensure an appropriate codification of RD in health 
information systems, 2) European project RD-CODE in 2019-2021 with objectives to develop rules and structured 
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documentation for ORPHAcoding needs and pilot implementations in target European countries (Czech Republic, 
Malta, Romania, Spain, Italy/Veneto Region), 3) European projects OD4RD and OD4RD2 in 2022-2025 with 
main objective to contribute to the generation of standardized, interoperable data on RD diagnosis, through 
maintenance of the Orphanet nomenclature of RD. 

Materials and Methods 

In addition to specific rare disease data collections, rare disease cases can also be found in existing administrative 
data sources.  

Administrative health data refers to the information that is collected within the health-care system for reasons 
other than clinical care. It may include claims for reimbursement, records of health services provided, medical 
procedures carried out, prescribed medication and information about conditions for which the health care service 
was provided. 

Different coding systems are used in particular administrative databases to identify disease or health condition. 
Examples of existing coding systems with the ability to capture rare diseases are: ICD-10 (International 
Classification of Diseases, 10th Revision) and derived modifications [Classification and coding system 
supplemented by a terminology layer], ICD-11 (International Classification of Diseases, 11th Revision) 
[Classification, terminology and coding system], MedDRA (Medical Dictionary for Regulatory Activities)[ Medical 
terminology dictionary], MeSH (Medical Subject Headings) [Controlled vocabulary for literature indexing], OMIM 
(Online Mendelian Inheritance in Men) [Catalogue of human genes and phenotypes], ORPHAcodes [Terminology 
and coding system], SNOMED CT (Systemized Nomenclature of Medicine, Clinical Terms) [Terminology and 
ontology]. 

However, the main classification/coding system used in general administrative data collections for the purpose 
of standardized Health status information is the ICD-10. In some countries the ICD-10 or modified ICD-10 
coding schemes are enriched by specialised clinical terminologies. A good example is Alpha-ID system in Germany. 
The Alpha-ID is a sequential and stable identification number, which is allocated to each entry in the alphabetical 
index of ICD-10. 

11th revision of ICD is the result of an unprecedented collaboration with clinicians, statisticians, coders, 
classification and IT experts from around the world, to ensure interoperability and comparability of digital health 
data. ICD-11 provides access to 17,000 diagnostic categories, with over 100,000 medical diagnostic index terms 
[7]. World Health Assembly adopted ICD-11 in May 2019, and it came into effect on 1st January 2022 [8]. 

ICD-11 includes detailed and frequently used information and combinations. However, it is not restricted to 
these coumpounds; an infinite number of meaningful code combinations can be created. All entities in the ICD-
11 are rendered in the Foundation, which is an acyclic graph (meaning no entity can ever be its own descendant as 
or parent) of all entities and their relationship trees. Unlike in previous revisions ICDs, the Foundation may have 
multiple inheritances, where a single term may have one or more, sometimes many more, parents [9]. 

As a part of the ICD revision, collaboration with Orphanet resulted in including all rare disease terminology in 
the terminology layer of ICD-11. The ongoing WHO - Orphanet collaboration was set to enable regular updates 
of rare diseases content in the ICD-11 [10]. 

There are several possibilities of identification RD in ICD-11.  
Diseases or health conditions that are more common, where greater public health importance requires statistical 

outputs, have their own ICD-11 for Mortality and Morbidity Statistics (MMS) code (e.g. CA25.0 Classical cystic 
fibrosis). 

All rare diseases, although it may not have its own MMS code, can be identified in the ICD-11 terminology 
layer, referred to as it’s Foundation with a Uniform Resource Identifier (URI) assigned to each entity and are 
therefore identifiable in the data. The highly detailed identification allows subsequent aggregation into general 
categories for statistical outputs. 

A rare condition can also be captured by combining multiple ICD-11 codes or URIs. A disease that does not 
individually meet the prevalence criteria for rarity can be classified as a rare disease when additional case-specific 
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information is captured via code combination. For example, an uncommon cancer can be considered rare when 
detailed information about its localization, histopathology, or other specific clinical parameters is provided. 

ORPHAcodes are updated continuously in the database, while the official release of Orphanet Nomeclature 
Pack in July is valid for following year. ICD-11 releases are published in February valid for following year. The 
publication of each system releases differ which can be one of the reasons for the difference RD listing in ICD-
11. An ongoing effort is underway to facilitate the timely updating cycles with Orphanet. 

ICD-11 offers multilingual web-based digital tools for conversion of text based clinical information into coded 
health data [9]. 

Results 

ICD-11 includes nearly 5,500 rare diseases and their synonyms in the Foundation and aggregated under the 
same nonspecific ICD-11 code [11]. 

Based on the Orphanet Terminology Pack, we analyzed the number of ORPHAcodes rare disease terminology 
concepts (version available for download from 1 July 2023) in relation to ICD-11 (release 2024-01). 

The ORPHAcodes system contains a total of 11,136 concepts in the current Nomenclature pack. Of these, 
1,230 have the property ‘OBSOLETE’ or ‘NON RARE IN EUROPE’, these concepts should not be used for 
active coding of rare diseases in Europe. A further 3,308 have the level ‘group of disorders’ or ‘subtype of disorder’ 
in ORPHAcodes (see in Table 1). 

Table 1. Distribution of 9,906 active ORPHAcodes terminology concepts by level of detail  

Level of detail Number of items 

Disorders 6,598 
Groups of disorders 2,264 
Subtypes of disorders 1,044 
Total 9,906 

Table 2 shows further breakdown of the 6,598 rare diseases identified by the ORPHAcode mapped to ICD-11 

MMS categories. 

Table 2. ORPHAcodes terminology concepts mapped to ICD-11 MMS according to the type of linkage  

BTNT (ORPHAcode is broader than the targeted code used to represent it) 225 
E (Exact mapping: the two concepts are equivalent) 1,367 
NTBT (ORPHAcode is narrower than the targeted code used to represent it) 3,618 
Total aligned rare diseases 5,210 

 
In 376 cases is the rare disease defined in ORPHAcodes not separately identifiable using ICD-11.  
A closer breakdown of the 3,618 ORPHAcodes terminology concepts that are classifiable in the ICD-11 MMS 

but do not have their own unique identification in it shows that in most cases the ICD-11 Foundation terminology 
layer provides the unique identification (3,242 cases). 

Conclusions 

Compared to ICD-10, ICD-11 identifies almost all rare disease entities. Rare disease reporting through ICD-
11 can standardize rare disease data (in terms of quality and completeness) and enable linkage to comprehensive 
clinical information on episodes of care, comorbidities, and other health status factors (signs, symptoms, 
phenotype, ICD-11 terminology features, such as extension codes). By achieving standardization, it can improve 
diagnosis, treatment, and quality of life of patients with rare diseases.  

List of Abbreviations: Not applicable. 
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Abstract 
The evaluation of the nutritional status of the cancer patient is necessary during the oncological follow-up. The 
use of assessment tools becomes reliable in the nutritional status of these patients, providing accurate 
information on the patient's situation. The aim of this study was to identify valid and reliable tools in the 
assessment of the nutritional status of cancer patients. A scope assessment was performed to search for medical 
articles in the last four years. A total of 552 articles were initially identified, which were examined, reaching a final 
selection of 13 studies. The most commonly used tool for nutritional assessment was the Patient-Generated 
Subjective Global Assessment. Questionnaires for evaluation the nutritional status vary from qualitative 
assessments to quantitative measurements, and can be subjective or objective.  

Keywords: Cancer; Nutritional status; Nutritional assessment; Questionnaire 

Introduction 

Cancer represents the most important cause of death and morbidity in Europe after cardiovascular diseases, 
with more than 3.7 million new cases and 1.9 million deaths each year [1]. The nutritional assessment for these 
patients is important, because malnutrition in cancer patients has physical and psychologically consequences, and 
is associated with a worse prognosis of the disease and with decrease in health-related quality of life [2]. This 
study is related to digital epidemiology, and aims to identify valid and reliable tools in the assessment of the 
nutritional status of cancer patients. 

Materials and Methods 

This study was conducted using DECS-MeSH descriptors and Boolean operators. In addition, the PRISMA 
flow chart were used. The databases utilized was SCOPUS, Web of Science, Medline, and PubMed. The main 
descriptors used in the research were: “cancer”, “neoplasia”, “malignant tumors”, “malignancies”, “nutritional 
assessment”, ‘nutritional status”, “questionnaire”, “treatment”, and “therapy”.  

Results 

A total of 552 articles were identified in the selected databases, and the duplicates were eliminated. In order to 
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found out the valid and reliable methods for evaluation the nutritional status of cancer patients, 13 articles were 
included, following the PRISMA flow chart, which is shown in Figure 1. 

 
Figure 1. The PRISMA flow chart with the selected articles 

It was found that the most frequent nutritional status assessment questionnaire for cancer patients was the 
Patient-Generated Subjective Global Assessment, followed by the Nutrition Risk Screening 2002 (Table 1). 

Table 1. The main aspects of the articles included in the study 

Authors Year Country Type of study 
No. 

Patients 
Type of questionnaire 

Kim et al. [3] 2019 Korea Prospective  34 The Patient-Generated Subjective Global Assessment  
Harada et al. [4] 2021 Japan Retrospective  11 Short Nutritional Assessment Questionnaire 
Badrasawi et al. 
[5] 

2021 Palestine Cross-sectional  100 The Subjective Global Assessment questionnaire  

Hasegawa et al. 
[6] 

2021 Tokio Prospective 
cohort  

38 The Subjective Global Assessment questionnaire  

Sonneborn-
Papakostopoulos 
et al. [7] 

2021 Germany Cross-sectional  109 The Mini Nutritional Assessment questionnaire  

Beukers et al. [8] 2021 Netherlands Systematic 
review 

16 The Mini Nutritional Assessment, Nutritional Risk 
Index, and Patient-Generated Subjective Global 
Assessment 

Tralubo et al. [9] 2022 Portugal Observational  561 The Subjective Global Assessment questionnaire 
Wang et al. [10] 2022 China Cross-sectional  6685 The Nutrition Risk Screening 2002 
Lee et al. [11] 2023 Korea Observational  109 The dish-based semi-quantitative food frequency 

questionnaire 
Vamvakari et al. 
[12] 

2023 Greek Observational  152 The Patient-Generated Subjective Global Assessment, 
Nutritional Risk Screening-2002, Simplified Nutritional 
Appetite Questionnaire, and Geriatric nutritional risk 
index  

Boesenecker et 
al. [13] 

2023 Germany Observational  90 The anonymous questionnaire 

Virtosu et al. 
[14] 

2020 Republic of 
Moldova 

Observational  100 The Romanian version for The Patient-Generated 
Subjective Global Assessment 

Habina [15] 2022 Romania Observational  46 Nutritional Risk Screening-2002 
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Discussion 

The data showed that the most common nutritional status assessment questionnaire for cancer patients is the 
Patient-Generated Subjective Global Assessment. A Romanian language version was also identified for the 
Patient-Generated Subjective Global Assessment [14], and it was noted that in Romania, The Nutrition Risk 
Screening 2002 is the most used questionnaire [15].  

Badrasaw et al. [5] and Kim et al. [3] conducted studies to observe the effect of the administration of 
nutritional supplements on the nutritional status of patients with pancreatic and biliary tract cancer undergoing 
oncological treatment [3,5].  

Beukers et al. [8] in their systematic review, associated the results of this type of questionnaire with tolerance 
to systemic treatment, while Hasegawa et al. [6] used another version of this questionnaire, the Global Subjective 
Assessment, which is completed only by medical staff, focusing on weight deficit and physical assessment, and 
prioritizing these aspects over the symptoms manifested by the patients [6,8].  

Sonneborn-Papakostopoulos et al. [7] used the Mini Nutritional Assessment questionnaire as a tool to 
evaluate the nutritional status of cancer patients, evaluating weight loss during defined periods of time and the 
presence of symptoms associated with the disease and treatment effect. This questionnaire does not require 
biochemical determinations or anthropometric parameters [7]. 

Conclusions 

This study highlighted that questionnaires used in evaluation of the nutritional status vary from subjective 
assessments to objective measurements, emphasizing the need for an individualized approach. The 
questionnaires can improve the precision of nutritional interventions and also the life quality of the cancer 
patients. 
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Abstract 
In 2020 The European commission funded the ORCHESTRA project with the aim to join the efforts of several 
European research centers in the research around the COVID-19 disease. One of the main challenges was to 
harmonize data across the different cohorts and countries. The introduction of standard terminologies such as 
SNOMED CT or LOINC helped establish a common language within the project. Over 3500 variables from 
several information categories were mapped to international codes from standard terminologies. After four years 
since the start of the pandemic, the study of long COVID seems to be of particular relevance due to the long-term 
effects that some people keep experiencing even after the infection has disappeared. To facilitate this research, we 
selected the ORCHESTRA variables that concerned long COVID and mapped them to the standards FHIR and 
OMOP to possibly support further data exchange with other research organizations. 

Keywords: FHIR; OMOP CDM; Long COVID; Standard; Interoperability 

Introduction 

The project ORCHESTRA started in 2020 in the emergency of the COVID-19 pandemic. It reunites partners 
from several European and non-European countries with the purpose of developing new knowledge on the novel 
SARS-CoV-2 virus. One of the main objectives of the project was the harmonization of data across different 
protocols to be able to perform analysis across the different cohorts. A dedicated group within the project worked 
on semantic interoperability and mapped COVID-related variables to international codes stemming from standard 
terminologies [1,2] such as SNOMED CT, LOINC, NCIt, ICD and ATC. Four years after the start of the 
pandemics, international research is focusing on the long-term effects of the COVID-19 disease, the so called long 
COVID [3]. To facilitate research, we selected  the ORCHESTRA variables relevant for long COVID and mapped 
them to standards such as FHIR [4] and OMOP [5] which are commonly used for data exchange. 
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Materials and Methods 

We started from the data dictionary of the ORCHESTRA project [6], where over 3500 variables and their 
answer options have been mapped to international standard terminologies. The data dictionary is a file where the 
variables used for data collection are listed together with their answer options, and additionally, the information 
category assigned by the research group to the variable can be retrieved. Starting from this file, we selected the 
variables from the information categories “long COVID”, “new medical events”, “COVID severity”. Additionally, 
we also extracted variables relating to the category “demographics” which included information on comorbidities.  
We removed cohort-specific information (e.g. “record Id”) as well as doubles, and started mapping the selected 
variables to FHIR. 

For some of the variables, such as for those relating to problems that persist in time after the infection, mapping 
was possible to both the FHIR resources “Observation” and “Condition”. In these cases, we opted for the resource 
“Observation”. 

To proceed with the second step, and map the variables also to the OMOP standard, we utilized the online 
instrument ATHENA offered by OHDSI which helps identify the correct OMOP tables based on the terminology 
concepts. For this procedure, we utilized the mapping to the international standard terminology codes available 
within the ORCHESTRA project.  

Results 

The first result was the selection of the variables that could be particularly relevant for long COVID and that 
should be considered for the mapping to FHIR and to OMOP. We obtained a total of 104 variables across 5 
different information categories. The 104 elements were mapped to the appropriate FHIR resources which turned 
out to be Observation and Condition as shown in Table 1. 

Table 1. Distribution of the variables in the mapping to the FHIR resources Condition and Observation 

Information category FHIT Condition FHIR Observation Total 

Comorbidities 2 7 9 
COVID-19 severity 0 6 6 
Demographics 0 7 7 
Long COVID 5 18 23 
New medical event 46 13 59 
Total 53 51 104 

 
The 104 variables were further mapped to the OMOP tables. As shown in Table 2, the tables resulted to be 

Condition, Observation and Measurement. 

Table 2. Distribution of the variables in the mapping to the OMOP tables Condition_occurence, Measurement 
and Observation 

Information category OMOP Condition_occurence OMOP Measurement OMOP Observation Total 

Comorbidities 5 1 3 9 
COVID-19 severity 0 0 6 6 
Demographics 0 0 7 7 
Long COVID 16 0 7 23 
New medical event 47 4 8 59 
Total 68 5 31 104 
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Discussion 

Most of the selected ORCHESTRA variables concern examinations, symptoms and diseases and were mapped 
to the FHIR resources “Observation” and “Condition”. However, there are cases where both resources could 
have been used. For example, symptoms, which are usually temporary problems, are generally modelled with the 
FHIR resource “Observation”. However, in the case of long COVID, symptoms persist in time and could be 
handled as long-lasting problems and therefore mapped to the FHIR resource “Condition”. However, we decided 
to map them to “Observation” to facilitate comparison with initial symptoms.  OMOP distinguishes between a 
systematic examination with a standardized procedure (Measurement) and a general evaluation of fact 
(Observation) and this is why scores and indexes were mapped to the OMOP table “Measurement”. Interesting is 
the case of the Child- Pugh score where some items belong to the OMOP domain Observations and others to the 
Measurement domain due to the different types of evaluation involved. All symptoms are mapped to the domain 
“Condition” in OMOP and this results in a higher number of variables mapped to the corresponding table as 
shown in Table 2.  

The selection of relevant ORCHESTRA variables is not exhaustive and could certainly be extended to include, 
for example, further information about comorbidities or the questionnaires about the psychological effects of the 
pandemic.  This study represents only an initial attempt to show how data exchange for long COVID could be 
supported using interoperability standards. 

Conclusions 

The need to efficiently exchange research information at international level to advance research has been 
highlighted by the COVID-19 pandemic. The broad adoption of interoperability standards for terminology and 
format of data in research communities would strongly support this goal. In Europe, the European Health Data 
Space [7] is expected to use FHIR to smooth the flow of data from primary care to secondary use.  
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Abstract 
The study’s objective is to explore users’ experiences with the SERO app, a suicide prevention app. Its main 
functionalities include a self-assessment tool, safety plan, information and contact numbers that can be 
personalized. To collect the experiences, all registered users were contacted by E-mail and asked to fill a 
questionnaire with 3 open-ended questions and 2 questions with predefined answers. 74 persons answered the 
questionnaire. Generally, they confirmed that the app is easy to use and particularly the safety plan and self-
assessment tool were very much appreciated. The responses were valuable to learn about the challenges of users 
in benefiting from the app usage, which is providing sufficient guidance for developing safety strategies. 

Keywords: Usability; Suicide prevention; Testing; Digital health intervention  

Introduction 

There has been a growing interest in using digital tools to provide timely and accessible support in self-
management to individuals at risk of suicide [1]. Research has shown the effectiveness of these digital interventions, 
particularly in regions with limited access to healthcare [2]. However, user non-adherence remains a challenge, 
often leading to high dropout rates [3] . A valuable source of information are observation studies to collect feedback 
from users that use the solution in real world without controlled settings. The focus of this study is to explore the 
real-world user experience of the SERO app [4], a digital intervention designed specifically for suicide prevention.  

The SERO app is designed to support 1) people with suicidal behavior and 2) their families. People with suicidal 
behavior can use the app for self-assessment using the PRISM-S method [5], help-seeking and safety planning. 
They can access their personal safety plan and share it with relatives. Relatives can access the safety plan of an at-
risk person who has chosen to share this information with them. They receive self-reflection support from the app 
(resource plan), as well as information on how to support the person seeking help. When the reminder feature is 
enabled, the application sends items retrieved from the safety plan or resource plan as pop-up messages to the 
user's phone. Data collected by the app is stored on MIDATA, a data storage ecosystem. 1597 users are registered 
by March 9, 2024 with 123 registered as relative. By understanding perceptions of usefulness and challenges in 
interacting with the app from a user's perspective, we aim to inform future iterations of digital interventions and 
ultimately improve support for those at risk of suicide and their relatives. 
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Materials and Methods 

The link to the self-customized online survey was sent to all registered users on 5 February 2024. The consent 
management implemented in MIDATA allows to send emails to registered users while maintaining their 
anonymity. The survey was open to be filled for 4 weeks. We kept the questionnaire as short as possible and easy 
to answer. The survey contained 4 questions. None of them was mandatory: 1) In which role did you used the 
app? (4 options), 2) Which features of the app do you find useful? (open-ended question), 3) Which difficulties in 
usage do you had? (open-ended question), 4) Which suggestions for improvement do you have? (open-ended 
question). Additionally, we determined the Net Promoter Score (NPS) which is a customer loyalty metric that 
ranges from -100 to 100. NPS is calculated based on responses to the question: "On a scale of 0 to 10, how likely 
are you to recommend the SERO app to a friend or colleague?" Based on their scores, respondents are categorized 
into three groups: promoters, passives and detractors.  

Results 

The survey was answered by 74 persons. They answered the 5 questions in average in 5:16 minutes. 62.2% 
(n=46) claimed of having used the app in the role of a person with suicidality; 21.6% (n=16) used it in the role of 
a “relative”; 5.4% (n=4) selected both options (individual with suicidality and relative). 10.8% (n=8) claimed they 
do not know in which role they used the app. The NPS was 28 resulting from 40 promotors, 15 passives and 19 
detractors.   

Useful Features  

We received 73 free text responses about the usefulness of the SERO app features. Some of these were 
explanations without any indication of useful features. The safety plan was mentioned most often as a useful feature 
with 37 mentions (50.7%). Self-assessment was the second most frequently mentioned feature (n=24, 32.9%). The 
availability of emergency numbers (n=6, 8.3%) and contact numbers for friends and family (n=2, 2.7%) in the app 
were less frequently mentioned. The resource plan was considered useful by 16 people (21.9%). Push notifications, 
information and sharing the safety plan were each mentioned by 1 participant (1.3%). 10 participants (13.7%) 
stated that everything in the app was useful. For example, one statement was "I think all areas are very important. 
Sometimes you lose track of things or you can no longer access your resources". (translated from German). 3 people (4.1%) 
stated that they had not used the app but had recommended it to health professionals (n=1) or patients (n=2, 
2.7%). 1 person (1.3%) stated that he/she had been recommended the app but had not yet used it. 

Difficulties in Interacting with the SERO App 

Most of the 65 participants who answered the question about difficulties confirmed that they had not 
experienced any difficulties (n=41, 63%). 2 people (3%) complained about having to log in repeatedly to the app. 
Sharing the safety plan was difficult for 3 people (4.6%). Changing the order of contacts, adding new contacts, 
completing the self-assessment and logging out to change roles were each reported by 1 person (1.5%). Difficulties 
in filling in the safety plan were mentioned by 2 people (3%).  Some participants reported challenges with the 
structure of the tools, i.e. in formulating the items to be included in the safety plan and answering the follow-up 
questions associated with each self-assessment (PRISM-S). Feedback suggests that the questions related to the 
reflections on the positioning of the intervertebral discs are difficult to answer. One comment was “When assessing 
the risk (prism method), the follow-up questions are very similar and difficult to answer.”. Regarding the safety plan, participants 
found it difficult to formulate helpful beliefs; the differences between “distraction strategies” and “coping 
strategies” to be added by the user were not obvious.  

Possibilities for Improvement 

Possible improvements or confirmations of satisfaction are provided by 49 participants and include adding a 
dedicated pastoral care number alongside the existing emergency contacts. A clear overview of functionalities 
should be available on the starting screen of the app. The safety plan could be better structured, e.g. by allowing 
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users to place resources or motivational elements around an avatar representing themselves, potentially helping to 
motivate them to persevere. Highlighting the key elements of the safety plan would make navigation easier. To 
increase accessibility, suggestions were made for offline use and access without registration, allowing users to look 
up information provided by the app without restrictions. More comprehensive information on coping strategies 
and skills, including suggestions for dealing with self-harm or extreme stress, coping with difficult emotions and 
situations, crisis management exercises and push notifications to check for early warning signs were requested. 
One participant suggested the inclusion of a diary feature to track and evaluate their day, to monitor anxiety, stress, 
health and sleep patterns. 

Discussion 

From our study, we can confirm that the safety plan and self-assessment are perceived useful features of a 
suicide prevention app, even when it is used without being embedded in a therapeutic context. The reported 
interaction challenges are rather related to the self-management capabilities of an individual at risk. We assume 
that the reflection on the self-assessment could become easier when it has been practiced together with a therapist 
several times before using the app. In future work, we will find out how to improve the app to support in this 
more appropriately.  Based on the detailed feedback and experiences shared by the participants of our survey, 
several suggestions for future iterations of digital interventions for suicide prevention can be derived. Users should 
be able to access some of the application's resources and features offline, ensuring that support is available without 
an internet connection. The SERO app provides already some information offline, but users have to be logged in 
which requires an internet connection if not done before. To lower the barrier for first-time or occasional users 
seeking immediate support, certain features should be even accessible without the need to register.  

Our study comes along with some limitations. 74 out of 1597 registered users participated in the survey which 
cannot considered to be representative, and generalizations are impossible. However, it was not our intention to 
get a representative sample, but to get impressions from users for improving the app. In contrast to other papers 
who report on usability tests with their users conducted in controlled settings as part of clinical trials, our survey 
provides feedback from individuals that really used the app in real world. We expect that the collected feedback is 
more valuable than feedback collected in controlled settings with selected participants. We do not know whether 
the participants are aware of all features available in the app (e.g. sharing, push notifications). It remains an open 
issue whether this digital tool can support in acute crisis situations.  

Conclusions 

In conclusion, the perceived usefulness of the SERO app, specifically the safety plan and self-assessment tool 
was evidenced by the positive perception. The study underscores the need of establishing an ongoing user feedback 
mechanism to facilitate continuous app refinement and ensure alignment with the dynamic landscape of user 
requirements and real-world application. Although regulatory constraints preclude the integration of certain 
enhancements suggested by the participants, the recommendations to enhance the utility of the app underscore 
the potential to increase user engagement and personalization in the app.  

List of Abbreviations: PRISM-S – Pictorial Representation of Illness Self Measure – Suicide, NPS – Net Promotor Score. 
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Abstract 
Background: The global pandemic has significantly increased the use of e-learning. In the project “Knowledge 
modules and case studies in the digital transformation” (Wissensbausteine und Fallstudien in der digitalen 
Transformation – WFDT), digital learning content is created in H5P and integrated into the Learning Management 
System (LMS) to be made available as Open Source Material. The teleradiology content is presented through case 
studies oriented towards case-based learning. Aim: The objective of usability testing is to identify potential areas 
for improvement and ensure these are incorporated into subsequent development and quality assurance processes. 
Methods: The usability test is carried out with the SUS to obtain an overview of usability within 10 items, 
complemented by questions on font size and qualitative feedback on the presentation. In an asynchronous setting, 
students work on the case study, model a teleradiology process with software, and answer the SUS and additional 
questions. Results: A total of 20 students from the Health Care Management and Medical Informatics degree 
programme participated in the usability test. The case study usability was rated as M = 59.63. Eleven students rated 
the font size as exactly right. The tasks, examples, and clarity of the presentation were positively rated. Further 
criticism was made of the task elements and the design of the presentation. Conclusions: The content structure, 
integration of tasks, and examples will be retained for this and other case studies. The design of the case studies 
will be fundamentally transformed into an H5P-proprietary format.

Keywords: Healthcare Education; Case-based Learning; System Usability Scale; Health Care Management 

Introduction 

E-Learning is the utilisation of digital media in a variety of educational settings. In recent years, due to the 
coronavirus pandemic, there has been a marked increase in the use of this technology [1]. To transform learning 
content into a digital format that is both appealing and freely accessible, the “Knowledge modules and case studies in the 
digital transformation” (German title: Wissensbausteine und Fallstudien in der digitalen Transformation – WFDT) project is 
developing digital case studies and learning modules utilizing H5P within a learning management system (LMS). 

The case studies are based on the case-based learning approach, an active learning method focused on solving 
cases or problems under the guidance of a lecturer [2, 3]. The WFDT project deals with a case study in 
teleradiology. All necessary data for process modelling is provided within the case study. The findings of the 
usability tests will inform the indication of potential improvements to facilitate the development and quality 
assurance processes. 
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Materials and Methods 

The System Usability Scale (SUS) is used to measure usability and was selected because it is an established and 
standardised tool providing a good overview of a system’s usability. The SUS is designed so that positive and 
negative items are presented alternately to reduce response bias. The ten items request information regarding 
utilisation, technical support, integration of functions, structure, and learnability of the system [4]. A five-point 
Likert scale is used, with responses ranging from 0 (complete rejection) to 4 (complete agreement). The total score is 
calculated using the formula: SUS = ((X-5) + (25-Y)) * 2.5. X is the sum of all odd-numbered items, Y is the sum 
of all even-numbered items. The total score (SUS value) ranges from 0 to 100. Scores are defined as follows: scores 
>80.3 indicate excellent usability, 68-80.3 good usability, 68 acceptable usability, 51-68 poor usability and scores 
<51 terrible usability [5, 6]. The survey was supplemented with additional questions about font size, degree 
programme, age of the students and the time in minutes needed to complete the presentation and process 
modelling. Qualitative criteria were requested via free text: What did you particularly like? What did you not like at all? 

In a blended learning setting, the case study is completed by students using a laptop, tablet, or smartphone. 
Students are asked to download the modelling software used for the teleradiology process modelling. They will 
work on this and then complete the SUS and additional questions. All steps, except downloading the modelling 
software, can be implemented in the LMS and are available to students asynchronously. 

Results  

Of 91 students enrolled in the Health Care Management and Medical Informatics degree programmes within 
the Process Management LMS course, 23 students completed the H5P teleradiology presentation, and 20 students 
participated in the evaluation. 
The overall usability score is M1 = 59.63. The figure 1(a) illustrates the SUS by end devices. The analysis by categories 
(see fiugre 1(b))demonstrates that the utilisation, integration of functions, and learnability of the system are in the 
neutral range with a median and mean value close to 2. The categories of technical support and lack of structure 
have a median value of 1, indicating a near-complete rejection of these categories. 

The font size appears to be optimal for 11 students, while 6 students find the font size rather too small. The 
mean processing time for the presentation is M2 = 50 minutes, with a SD1 = 30 minutes. The mean processing time 
for process modelling using EPC is M3 = 56 minutes, with a SD2 = 31 minutes. Due to technical constraints, the 
process model can only be processed on a laptop. Sixteen students provided a free text response to the question 
of what they particularly liked about the presentation (+ in Table 2), while nine students provided a free text 
response to the question of what they did not like about it (- in Table 2). 

 

Figure 1. (a) SUS-Scores overall and end devices (b) Usability described in categories according 
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Table 2. Free text responses summarized in categories 

categories feedback end devices 

tasks + tasks in the presentation 6 laptop; 1 tablet 
+ examples 2 laptop; 1 smartphone 
- control 1 laptop; 2 smartphone 

presentation + clear arrangement 3 laptop; 1 smartphone 
- design (font colour) 1 laptop 

Discussion 

The results of the usability test yielded an overall score of M1 = 59.63, with a range of 25 to 90. According to 
the SUS rating scale (see [5,6]), the overall is rated as poor usability. The free text responses indicate that the 
students found the clear arrangement, the tasks, and examples in the presentation satisfactory. This will therefore 
be adapted for this and other case studies, also emphasized by the almost complete rejection of the category 
structureless. The control of the task elements and the design of the presentation are perceived as negative aspects. 

The results of the free text responses are used to further development and customisation. A fundamental 
change is the transition from a presentation-based format to an H5P-proprietary format. Another modification is 
the adaptation of the navigation elements for the drag-and-drop task type. Font size and colour will be 
implemented directly in H5P to support different scenarios. One limitation of the survey is the low response rate, 
with only 22% of enrolled students providing answers. Nevertheless, 86% of the students who completed the tasks 
are also rated the usability, so the results are valid and useful for further development. Moreover, the usability test 
is based on a single case study. As the project progresses, the usability of further content and changes to existing 
content will be re-evaluated. Another limitation is the asynchronous realisation. It would be beneficial to conduct 
further usability tests in a synchronous matter, as this would facilitate the prompt resolution of any queries. 

Conclusions 

Although the usability score is generally considered poor, the students’ ratings of the case study in H5P are 
notably positive, particularly in the free text statements. The tasks and examples presented in the presentation are 
particularly noteworthy. Potential improvement is evident in the design of the presentation. These will be revised 
in the future to reassess usability and compare the results presented here with those of subsequent assessments. 
As a further research question, it should be critically examined whether the SUS method is suitable and which 
other methods could provide even more detailed findings. 

List of Abbreviations: WFDT: Wissensbausteine und Fallstudien in der digitalen Transformation; LMS: Learning 
Management System; SUS: System Usability Scale; M: Mean; SD: Standard Deviation  
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Abstract 
Purpose: Digital health evaluation frameworks are needed to guide the development, implementation and evaluation 
of innovative, integrated systems of digital care. In this paper we describe a framework that was developed to 
evaluate the implementation of digital health technologies at a regional level. Materials and Methods: The framework 
was developed in a series of iterative phases beginning with a review of digital health frameworks used in Canada, 
which was followed by a scoping review focused on frameworks, models and theories used internationally to 
evaluate digital health technologies. Data extracted from articles were analyzed thematically to arrive at factors, 
concepts and measures that were incorporated in the final version of the framework following researcher 
discussions.  Results: A range of themes and concepts emerged in the areas of: (1) organizational and context factors, 
(2) system, (3) use and process, and (4) outcomes. Conclusions: Several new themes and concepts were identified 
and incorporated into the new digital health evaluation framework. 

Keywords: Digital Health Evaluation Framework; Health Informatics; Evaluation; Framework; Model; Theory 

Introduction 

A healthcare sector priority has been to connect primary, community, acute care and long-term care settings 
using digital health technologies. Over the past 50 years, considerable efforts have been made to digitize healthcare; 
for example, greater than 90% of physicians use electronic medical records (EMRs) in most OECD (i.e., 
Organization of Economic Cooperation and Development) countries.  Yet, healthcare providers continue to 
record patient health information in their own EMRs without being able to digitally exchange this data with other 
healthcare organizations (e.g., regional health authorities, clinics, hospitals) [1]. This may lead to digital 
fragmentation of information, unnecessary interactions, and errors in the transmission of patient information 
across organizations. Researchers have identified a need to provide digital care in a meaningful way to prevent 
fragmentation of patient information [2, 3]. To address this issue, researchers and policy makers have identified a 
need for digital health evaluation frameworks to understand the effects of digital systems of care upon patients 
and health professionals [4-5]. In this paper we present a framework developed following a review of digital health 
frameworks in Canada [i.e., 6] and a scoping review. Our work aimed to create a framework for evaluating key 
aspects of digital health technologies and systems of care. The findings represent a contribution to the digital health 
and health informatics literature's as digital health frameworks have historically focused on individual health 
technologies, rather than digital health systems of care. 
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Materials and Methods 

A scoping review was conducted using Arskey and O’Malley’s approach [7]. The PubMed®, EBSCOhost®, 
CINAHL®, Web of Science®, and IEEE Xplore® databases were searched for the years 2010 to 2020 using the 
terms “evaluation” AND (framework or model or theory) AND “health information system".  Identified articles 
were then uploaded to Covidence® [see 8], for title and abstract screening by three researchers using the criteria 
in Table 1.  

Table 1. Inclusion and exclusion criteria 

Inclusion Criteria Exclusion Criteria 

 Written in English 
 Evaluated health information system(s) 
 A framework, model or theory used to develop, test, 

extend and/or evaluate a health information system(s) 

 Not written in English 
 An opinion or review article 
 A medical device study 
 A description of a database that stores data 
 A study focused on a clinical problem 

 
A final set of articles were identified and a full review of each paper took place.  Identified articles and 

documents, which met the eligibility criteria were read, and relevant data were extracted (i.e., researcher name, date 
of publication, research questions, model/framework/theory and documented dimensions and concepts, 
subjects/participants, setting, methods, findings, and conclusions) [7]. Data were analyzed for themes and concepts 
to develop and extend the framework. This work involved researchers, reviewing the extracted scoping review 
data, including the themes and concepts and extending the framework through discussion [9]. 

Results 

Three hundred sixty-three articles were identified; 78 duplicates were removed. The titles and abstracts of 285 
articles were screened using the inclusion and exclusion criteria in Table 1. Two hundred fifteen items were 
excluded as they did not meet the criteria. Seventy articles were assessed for their eligibility with a full review of 
each article. Seventeen articles were excluded after a full review as they did not meet the criteria in Table 1. Fifty-
three articles remained for data extraction. A thematic analysis of the data extractions was conducted. The 
following themes emerged: (1) organizational and contextual factors, (2) system, (3) use and process, and (4) 
outcomes.  New concepts that emerged under the “system” theme were reliability, privacy and usability.  Under 
the theme “use and process” new concepts included user characteristics, needs, and experience as well as workflow.  
Implementation emerged as an essential concept that included several important aspects of digital health 
implementation.  Outcomes included new concepts such as quality of decision making, quality of care and others. 
Figure 1 shows the complete evaluation framework, including the set of factors, concepts, and measures that could 
be considered when evaluating digital health systems of care. We developed this framework through an iterative 
process. Initially, we drew on the previously accepted Canada Health Infoway’s Benefits Evaluation Framework, 
that incorporates aspects of DeLone and McLean’s work [10], and we also drew on Donabedian’s system structure, 
process, and outcome quality model for healthcare [11]. We then integrated themes and concepts from our scoping 
review through researcher discussion (see Figure 1).  
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Figure 1. Digital health evaluation framework 

Conclusions 

The framework described in this paper was used to drive an evaluation of a regional digital health technology 
implementation. The framework offers an approach to studying digital health systems of care and guiding their 
evaluation. As technologies are integrated into digital health systems of care we need to consider past frameworks 
as well as new themes and concepts that have emerged and need to be integrated into developing evaluation 
frameworks. It should be noted that such frameworks can be designed to provide a superset of themes and 
concepts and could be considered as guidance for policy makers for inclusion in particular digital system of care 
evaluation projects. The development of evaluation protocols, such as questionnaires and interview prompts using 
the framework will vary depending on the themes and concepts selected. 
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Abstract 
Clinical data warehousing (CDW) aims to provide an integrated database for secondary health analysis. We 
conducted a rapid review including 22 studies published between 2018 and 2022 that reported CWD 
implementation details in addition to individual experiences. Our results comprise technical details and reveal 
current opportunities and challenges of CDW. Many studies positively highlight standardized tools and models 
building on well-integrated clinical concepts. Enhanced tooling and data modeling were oftentimes hindered by 
bad data quality and organizational burdens. We call for enforcing synergies between clinical, technical, and 
organizational expertise to successfully roll out a CDW project.  

Keywords: Clinical Data Warehousing; Electronic Health Records; Clinical Data Model; Rapid Review 

Introduction 

Clinical information systems (CIS) store high volumes of electronic health records (EHRs) [1]. To build a 
valuable integrated single point of data for secondary analysis, clinical data warehousing (CDW) facilitates extract, 
transform, and load (ETL) processes, harmonizing data from different source systems and file formats [2]. 
Traditional open-source projects, such as the Observational Medical Outcomes Partnership (OMOP) Common 
Data Model (CDM) or i2b2/tranSMART provide analytical tools in addition to database schemas [3]. OMOP 
CDM follows a normalized design principal suggested by Bill Imnon for analytical data stores while i2b2 is 
structured in de-normalized star-schemas inspired by Ralph Kimball [4].  

Emerging big data infrastructures, like the Hadoop [5, 6], and advanced terminology systems, like SNOMED 
Clinical Terms [8], have been changing the CWD landscape over the past years. Besides relational data base 
management systems (RDBMS) document-oriented storages like NoSQL databases have gained popularity for 
exchanging data in interoperable formats like Fast Healthcare Interoperability Resources (FHIR) [6, 7].  

We conducted a rapid review investigating technical implementations while highlighting resulting opportunities 
and challenges of CDW projects. Previous reviews have focused on specific clinical domains rather than analyzing 
these aspects of implementation projects [2, 8]. This study aimed to provide a general conspectus guiding an early 
conceptual phase before the concrete CWD rollout. 
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Methods 

We searched PubMed for publications dealing with CDW implementations. Eligibility criteria for title and 
abstract were CDW related search terms, such as “clinical” in the combination of “data warehouse”, “data 
repository”, “data inventory”, etc.1, yielding a total of 136 publications. Exclusions were made for references with 
clinical trial search terms in their title, like “electronic data capture”, “case report form”, “clinical trial”, etc.2, 
reducing the number of references to 120. After applying inclusion- and exclusion criteria for published work 
between 2018 and 2022, 55 references remained for full-text screening. While screening we focused on technical 
reports that revealed details on the used CDM and the DBMS. Subsequently, we covered 22 publications in our 
rapid review that we conducted instead of a systematic review to reduce time and complexity while summarizing 
the most important results. We screened references during 2023 and see our rapid review as an initial exploration 
of the complex CDW research area. 

Results 

Table 1 displays applied review categories and the number of references (absolute frequencies) that fall into 
corresponding category items, e.g., Year Published. The underlying data table including all citations is provided in 
our GitHub repository [9]. 31% of the included studies (7 out of 22) were published in 2019 while 2021 and 2022 
make up 18% (4 out of 22) each. The number of patients covered by the CDM ranged a lot between 100 and 70 
million (M) while projects tend to either include little or vast number of records. 

Table 1. Review categories for 22 references denoted as [absolute frequency] × [category item]. T: thousand, M: 
million, RDBMS: Relational Database Management System, OMOP: Observational Medical Outcomes 

Partnership 

Year Published Patient Volume Clinical Data Model Database Technology 

5 × 2018 5 × [1M-70M] 6 × i2b2 16 × RDBMS 
7 × 2019 4 × [100T-1M] 4 × OMOP 3 × RDBMS + NoSQL 
2 × 2020 3 × [10T-100T] 2 × Dr. Warehouse 1 × Hadoop 
4 × 2021 5 × [1T-10T] 1 × i2b2 + OMOP 1 × NoSQL 
4 × 2022 5 × [100-1T] 8 × non-standard 1 × Hadoop + NoSQL 

 
The most popular standard CDM design was i2b2 (6 out of 22) followed by OMOP (4 out of 22). Rinner et al. 

[3] combined these two approaches integrating standardized clinical vocabulary available on the data platform 
Athena. Garcelon et al. [10] introduced the project Dr. Warehouse providing ETL pipelines for the population of 
self-designed star-schemas. Plenty of CDW projects (8 out of 22) followed a non-standard CDM, five of them 
stored EHRs in de-normalized formats. 

73% (16 out of 22) studies implemented a RDBMS that contributes to the seamless installation of i2b2 or 
OMOP. In contrast, Afshar et al. [5] and Artemova et al. [6] used novel infrastructure via implementing Hadoop 
solutions combining structured EHRs with unstructured data like images or texts. Only one project focused on 
document-based NoSQL data storages [11]. 

Authors positively highlighted vast data integration and harmonization capabilities of different modalities 
overcoming disjointed data silos [5, 6, 11, 12]. Curry et al. [11] presented the combination of traffic data and EHRs. 
The standardized vocabulary of OMOP was seen as a valuable base for the semantic interoperable data exchange 
between i2b2, FHIR, and additional export formats [3, 7, 12]. Projects also enhanced existing ETL pipelines by 
Notebooks for R or Python enabling data quality analysis and data exploration capabilities [6, 12]. Cossin et. al. 
built upon the i2b2 toolset developing a front-end for EHR annotations [13]. 

 
1Additional inclusion search terms: (“clinical”) (“data”) “store”, “archive“, “schema”, “knowledge base”, “lake”, “base”, “platform” 
2Additional exclusion search terms: “clinical study”, “digital documentation”, “electronic scan”, “electronic document”, “randomized 
control study” 
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Data governance and data access patterns were identified as challenging when operating a CDW [12, 14, 15]. 
Walters et al. comprehensively described how they dealt with data requests in compliance with data privacy 
regulations [14]. Fleuren et al. explained their complex pseudonymization framework [16]. Although vendors 
provide powerful data integration tools, semantic integration was hampered by insufficient data quality [11, 12, 15, 
16]. Record linkage, as the assignment of unique identifiers to each EHR across source systems, required a lot of 
data exploration [15, 16]. Complex toolsets were implemented at the expense of costly end-user training [13, 14]. 

Discussion 

We found the usage of open-source CDMs as a major opportunity of CDW implementation projects. Although 
i2b2 seems to be favored by developers, semantic integration is especially enforced by the OMOP CDM [3]. De-
normalized design principles, advocated by Ralph Kimball [4] in the field of data warehousing research, appeared 
to be suitable for the central integrated storage of EHRs. Surprisingly, most of the CDW were implemented on 
the basis of RDBMS, a few authors describe integration aspects by novel data systems like NoSQL or Hadoop. 
The document-based format FHIR [7] was seen as an export format instead of a suitable CDW structure. Data 
governance and privacy require synchronized organizational processes with data engineering tasks [14]. We also 
found that semantic interoperability cannot be solved with a standard data format but demands a certain level of 
data quality.  

The results of this work are limited to a small number of references that were available between 2018 and 2022. 
We aimed to provide a first basis for a more complex literature analysis. This study would have benefited from a 
more comprehensive systematic review sharpening our claims and arguments. In the future, we plan to analyze 
current CDW studies with respect to interoperability aspects of i2b2 and OMOP in the combination with FHIR.  

Conclusion 

Results drawn from our rapid review call for deep synergies between technical, clinical, and organizational 
expertise addressing data quality and governance issues while profiting from advanced open-source CDW tools.  

List of Abbreviations: EHR: Electronic Health Record, CDW: clinical data warehouse, CDM: Clinical Data Model, FHIR: 
Fast Healthcare Interoperability Resources, RDBMS: Relational Data Base Management Systems, OMOP: Observational 
Medical Outcomes Partnership, HDFS: Hadoop Distributed File System, DBMS: Data Base Management System, T: 
thousand, M: million 
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Abstract 
This project develops a cloud-based solution for securely managing clinical data and patient-reported outcomes 
(PROMs) for multiple sclerosis (MS) patients. Utilizing REDCap for data collection, we incorporated clinical 
outcomes and PROMs from 300 MS patients over 18 months, supporting a machine learning (ML) based clinical 
decision support system. Our cloud architecture, featuring segregated data handling and enhanced security 
protocols using AWS, ensures robust data integrity and confidentiality. Key improvements include streamlined 
data ETL processes and an interactive online-based dashboard that facilitates the visualization of clinical data and 
PROMs, crucial for effective clinical decision-making. Initial results indicate a successful implementation in 
enhancing data management, with implications for personalized and predictive medicine. This framework not only 
elevates clinical data handling efficiency but also integrates PROMs into clinical practice effectively. 

Keywords: Multiple Sclerosis; Data Visualization; Cloud Computing; Patient Reported Outcome Measures; 
Decision Support Systems 

Introduction 

Multiple sclerosis (MS) is an autoimmune, neurodegenerative disease with unpredictable progression, which 
complicates clinical decision-making and significantly impacts patient quality of life [1]. Addressing these 
challenges, digital solutions for clinical data management, as well as apps designed to collect PROMs, are common. 
Nevertheless, technological solutions that allow for the integration of these data and their appropriate visualization 
by healthcare professionals are scarce [2]. In this context, our project aimed to develop a comprehensive cloud-
based solution to manage a wide array of data types involved in MS care. The primary objective of this initiative 
was to establish a robust platform that ensures thorough data checking, guarantees security and anonymity, and 
lays the groundwork for future integration of Machine Learning (ML) and Artificial Intelligence (AI) technologies. 
This platform will not only facilitate the advanced analysis needed to drive forward personalized medicine but also 
support more nuanced and data-driven clinical decision-making processes. The secondary objective revolved 
around the development of an interactive online-based dashboard, designed to enhance the visualization of both 
clinical data and patient-reported outcomes (PROMs), making it an essential component in the daily clinical 
management of MS [3]. By providing real-time data interaction capabilities, the dashboard serves as a critical 
support system for clinicians, enabling the effective incorporation of PROMs into routine clinical practice and 
ensuring that treatment decisions are informed by up-to-date and comprehensive patient data. 
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Materials and Methods 

Data Collection and Management 

Data for this study were systematically collected using the REDCap platform, tailored to gather both clinical 
outcomes (CROs) and patient-reported outcomes (PROMs) for a cohort of 300 multiple sclerosis (MS) patients 
over an 18-month period. We structured the data collection into two separate databases to maintain the anonymity 
and integrity of the data. A clinical database was developed to record baseline demographic information as well as 
clinical history, diagnostic details, and ongoing assessments of disease progression during biannual clinical visits. 
Separately, we created PROMs Database where patients could independently submit their responses to validated 
PROMs questionnaires through their electronic devices [4]. 

Data Anonymization and Security 

Each participant was assigned a unique identifier at the point of inclusion, ensuring all data remained 
anonymous. This identifier linked the clinical and PROMs data longitudinally (captured in different time-points 
from every subject), allowing for comprehensive analysis without compromising patient privacy.  

Cloud Architecture and Data Processing 

The cloud architecture was designed for high security, operational efficiency, and scalability, as shown in Figure 
1, using AWS [5]: 

 Front-end and Back-end Segregation: The public front-end is protected with access controls via AWS 
Cognito and is separated from the backend, which is hosted in a private VPC. The interconnection 
between them is made through an API Gateway that controls access to the system's private services. 

 User Interface: Developed in React and hosted on AWS Amplify, the interface provides secure access 
through authentication with AWS Cognito. 

 Data Processing: The AWS Lambda function, which manages the ETL process, is responsible for 
importing data from S3 buckets into the Aurora MySQL database, where data validation and 
transformation tasks are also performed to ensure their coherence and prepare them properly for analysis. 

 Data Storage and Backup: Uses dual instances of Aurora MySQL, one active and one standby, to ensure 
data availability and robustness against failures. 

 

Figure 1. Schema of the cloud architecture developed for the implemented solution 
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Monitoring and Security Management 

Continuous monitoring and advanced security measures, such as data encryption in transit and at rest and 
granular IAM policies, are implemented to protect data integrity and access. Tools like Amazon CloudWatch are 
used to oversee system performance and health. 

Extraction, Transformation, and Loading Processes 

Our ETL (Extraction, Transformation, and Loading) processes are designed to optimize the quality and 
structure of data for ML applications: during the Extraction and Preparation phase data from REDCap is extracted, 
checked for completeness, and validated. Transformation implies exporting data into a standardized CSV format, 
making it suitable for ingestion into a database. Finally, data is securely loaded into the cloud database using refined 
AWS Lambda processes to ensure integrity and alignment with our analytical needs. 

Interactive Online-Based Dashboard 

A key feature of our methodology is the development of an interactive dashboard hosted within the cloud 
infrastructure. This dashboard allows for real-time visualization and analysis of both clinical data and PROMs, 
enabling dynamic data interaction and clinical decision support by integrating data trends. Thus, we provide a 
powerful tool for clinical decision-making, facilitating the adoption of PROMs into routine practice. 

Results 

The implementation of our cloud solution has effectively managed comprehensive data collection and 
integration, ensuring high-quality data. Its scalable design supports robust data processing, enabling enhancements 
to our ML predictive models and facilitating ongoing research. The AWS-based platform is accessible to hospital 
staff via web authentication, allowing clinicians to view historical and updated patient information by simply 
knowing the assigned patient number. The interactive online dashboard has been especially impactful, offering 
real-time data visualization that aids clinicians and researchers in informed decision-making.  

Discussion 

Our solution represents a significant step forward in the management of MS, integrating clinical data with 
PROMs; other available solutions focus on clinical data or PROMs separately, which complicates the inclusion of 
patient perceptions in clinical practice. It supports rigorous data management with checks, security, and anonymity, 
enhancing the use of machine learning (ML) and artificial intelligence (AI) in clinical settings. The platform’s 
interactive dashboard is vital for converting complex data into actionable insights, enabling real-time visualization 
of clinical data and PROMs. The major limitation of the platform is its design specific to a scientific study context, 
which will require modifications and adjustments for broader use.  

Conclusions 

The project has effectively met its objectives, establishing a secure and efficient cloud-based platform that 
enhances data management and lays the groundwork for future ML and AI applications in MS care. The interactive 
dashboard has proven useful in supporting clinical decision-making. As we advance toward a data-driven 
healthcare system, the technologies developed here are set to significantly improve patient management and care. 

List of Abbreviations: MS - Multiple Sclerosis, ML - Machine Learning, AI - Artificial Intelligence, PROMs - Patient-
Reported Outcome Measures, AWS - Amazon Web Services, ETL - Extraction, Transformation, and Loading, REDCap - 
Research Electronic Data Capture, VPC - Virtual Private Cloud, API - Application Programming Interface, IAM - Identity 
and Access Management. 
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Abstract 
This article examines telemedicine from a sustainability perspective, emphasising its alignment with the triple 
bottom line: social, environmental and economic benefits. Socially, telemedicine democratises healthcare by 
facilitating constant communication between patients and physicians, especially for the elderly, chronic patients 
and those with mobility difficulties. With regard to the environment, a life-cycle approach reveals the considerable 
potential of telemedicine to reduce greenhouse gas emissions by minimising patient travel. Furthermore, 
telemedicine also has the potential to decrease other environmental impacts, such as energy consumption in 
healthcare facilities and waste from personal protective equipment. From an economic perspective, telemedicine 
facilitates more efficient resource allocation, enhances system sustainability, and has thus the potential to reduce 
costs. It enables earlier and more optimal treatment of patients, improves adherence to treatment plans, and 
reduces hospitalisations and emergency room visits. The article examines the role of telemedicine in the 
transformation of the healthcare landscape, particularly in the context of Ministerial Decree 77 and the National 
Plan for Recovery and Resilience (PNRR), with a focus on the Liguria Region. The Liguria telemedicine plan, 
which was approved in 2023 and financed by the PNRR, has been designed to meet the health needs of an ageing 
population. The initial results indicate a growing adoption of telemedicine, particularly in the fields of 
endocrinology and diabetology. The discrepancies in data between sources signal the necessity for enhanced data 
integration. 

Keywords: Telemedicine; Sustainability; Standard; Digital health 

Introduction 

Telemedicine presents advantages from a sustainability perspective, encompassing social, environmental and 
economic aspects. 

Telemedicine has a social sustainability component, with the potential to equalise the healthcare system. Patients 
can utilise telemedicine to maintain regular contact with their general practitioners, as well as specialists, which is 
particularly beneficial for older [1] and chronic patients and those unable to travel. Telemedicine facilitates frequent 
monitoring [2] and enables patients to participate in remote clinical trials [3], to which they previously might have 
lacked the opportunity to take part in due to distance, thus decreasing the dropout rate. It serves as a tool for equal 
access to care and enables the delivery of more personalized and effective care for all patients. 
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It is challenging to draw a singular conclusion on the eco-advantages of telemedicine due to case-by-case 
variability and significant data gaps. Nevertheless, many studies proved that telemedicine has great potential to 
significantly reduce Greenhouse Gas emissions, primarily by eliminating patient commutes to hospitals [4, 5]. 
Additionally, telemedicine can lower other environmental impacts, such as energy demands for climate control in 
sanitary facilities and waste generation from personal protective equipment use during in person visits [6]. 

The concept of economic sustainability encompasses not only the reduction of costs [7, 8] but also the 
improved allocation of resources and the assurance of long-term system viability and endurance [9]. Early and 
optimal patient treatment and enhanced adherence are key elements in the optimisation of the economic impact 
of the system [10]. Digital health interventions can improve efficiency and convenience for patients and providers, 
reduce healthcare costs from decreased hospitalization and emergency room visits.  

This paper will analyse the changes to the treatment landscape and the role of telemedicine, focusing on the 
analysis of the Liguria Region, presenting data on telemedicine usage in this area. In particular for Liguria, the 
Regional Health Authority (Alisa) initially implemented telemedicine with resolution 417 of November 2020. 

Materials and Methods 

The Ligurian population as of 1 January 2021 was just over 1.5 million residents. 
The average age was 49.3 years and individuals over 65 years old were 28.7% of the total, compared to 23.5% 

at the Italian level. The Ligurian territory is characterized by a persistent gap between the coast and the hinterland 
with a prevalence of mountainous and hilly surfaces. 

The continuous aging of the population - with the consequent greater incidence of chronic pathologies, such 
as heart diseases, chronic respiratory diseases, diabetes and tumors - combined with the conformation of the 
territory give rise to the necessity of using all possible tools for the management of complex medical care, with an 
accent on telemedicine.  

The Liguria Region approved the Telemedicine Plan (2023) based on population health needs, taking into 
account already existing experiences - such as televisit and teleconsultation - and incorporating telemonitoring and 
teleassistance, which have yet to be fully developed. The plan will be developed in accordance with the National 
Telemedicine Platform, with funding provided by PNRR. It will benefit from the use of standardized technology 
and uniform measurement methods. Moreover, the sharing of health data is a crucial aspect of any telemedicine 
project, and will be facilitated by the Electronic Health Record project. 

Results 

Of the four possible telemedicine activities proposed and funded by the PNRR, televisits were chosen for 
evaluation. This choice depended on the fact that televisits were already formalised and employed during the 
COVID-19 period. 

Televisits reporting can be considered a relatively novel activity, that will require additional time to become 
fully operational. For this reason, to ensure data consistency, two different information sources were cross-
referenced. The first step was to corroborate the data from the telemedicine platform, according to which 
approximately 60 teleconsultations were conducted in 2020, about 1,250 in 2021, around 3,300 in 2022, and about 
4,000 in 2023. In contrast, the Ligurian Data Warehouse (DWH), which provides data derived from Ambulatory 
Specialist Reporting, recorded no activity in 2020 and 2021 but reported nearly 6,700 televisits in 2022 and about 
8,200 in 2023. The discrepancy between the two sources is mainly due to ASL3 Genovese, which reported a higher 
number of televists than what was recorded on the platform. Excluding ASL3 Genovese, the local healthcare 
authority that provided the most televisits is IRCCS Gaslini. However, both healthcare authorities primarily 
provide endocrinology and diabetology consultations remotely, as stipulated by the regional programming 
resolution (DGR 389/23). In 2023, there were almost 27 million specialist outpatient services for external patients, 
compared to nearly 25 million in 2022. 
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The following table shows the trend of televisits for the years 2023 and 2022. It is highlighted that the number 
of televisits is limited compared to the total number of follow up visits, but the prospect of reducing patients' 
travel and movement is of crucial relevance, as already highlighted by the data from the Gaslini Institute. 

Table 1. Trends of televisits 2022-2023 in Liguria. In the analysis first visits, visits for rehabilitation plans, 
and emergency room visits were excluded, as they were considered inconsistent with the analysis 

% of visits /total 
outpatient 

services 

% of first 
visits and follow-
ups / total visits 

% of follow-up 
visits /total first 
visits and follow-

up visits 

% of video 
visits / follow-

up visits 

of which, out of 
region 

Gaslini: of which, 
out of region 

2023 2022 2023 2022 2023 2022 2023 2022 2023 2022 2023 2022 
9.4% 9.5% 75% 75% 45.5% 45.3% 1.0% 0.8% 6.2% 4.0% 29.6% 26.3% 

Discussion 

A novel model of healthcare is emerging, centering on territorial medicine and the patient as the primary focus. 
One potential model is value-based healthcare [11, 12], which is founded on the pursuit of value, with a particular 
focus on the value derived for the patient. The model entails strategic and methodological processes that are also 
based on the incorporation of cutting-edge technology to enhance services and outcomes. The value for the patient 
represents the central axis around which services are organised and operated.  

The growing utilisation of telemedicine, testified also by the Ligurian data, is a crucial step in the adoption of 
this model. However, another fundamental aspect of this process is data, as its measurement and evaluation 
facilitate the creation of more efficient care pathways, which in turn result in improved outcomes and reduced 
costs. It is therefore of the utmost importance to implement effective data collection mechanisms, such as the 
Electronic Health Record.  

Conclusions 

The implementation of telemedicine represents a viable model for the sustainable provision of healthcare 
services, whereby patient outcomes are balanced with cost efficiency and environmental responsibility. The 
effective collection and utilisation of data, as exemplified by the EHR, are of paramount importance to ensure the 
optimal impact of telemedicine. In a perspective of transition towards value-based care, strategic and technological 
advancements are fundamental. It is mandatory that telemedicine platforms are implemented to be able to bring 
together the many projects that have been financed in recent years, especially at a European level [13]. 
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Abstract 
Worldwide, public health and well-being are significantly impacted by disruptions in physical, biological, and 
ecological systems stemming from urban environmental burdens. The H2020 project, "Healthier Cities through 
Blue-Green Regenerative Technologies: the HEART Approach," employs an innovative systemic methodology 
that integrates water (blue) and vegetated areas (green) infrastructure to address these challenges. The primary 
methodological approach of HEART clinical studies across three demonstration cities focuses on understanding 
how HEART project interventions relate to four chronic disease groups: cardiovascular, respiratory, mental, and 
metabolic conditions, with healthy participants as the control group. HEART study is using ICT tools as 
instruments in studying how blue-green spaces (BGS) impact public health and well-being in urban areas. 800 
volunteers are equipped with smart-bands during their active time at demo sites in the cities of Belgrade, Athens 
and Aarhus. These wearable devices enable collection of biometric data, and project oriented mobile applications 
developed in collaboration between IT and medical experts guide participants on BGS visits, potentially monitor 
other health-related data and facilitate digital collection of socio-economic-medical questionnaires. Data collected 
from clinical measurements, laboratory tests, wearable devices, environmental sensors, and socio-economic-
medical questionnaires will be analyzed using AI tools and statistical methods. These methods help to identify 
patterns and correlations between BGS visits and health outcomes. Overall, these ICT tools and methods are 
integral to the HEART project, enabling comprehensive data collection, real-time monitoring, and advanced 
analysis to evaluate the impact of BGS on public health and well-being in urban environments. 

Keywords: Public health; Well-being; ICT tools; Chronic diseases; Blue-green spaces 

Introduction 

Globally, public health and well-being are affected by the disruptions of physical, biological, and ecological 
systems caused by the environmental burden in cities. The increase of non-communicable diseases morbidly and 
mortally has been recorded worldwide. The quantified negative impact of environmental pollution on health in 
the European Union resulted in 2021 with 253,000 deaths reported as attributed to exposure to fine particulate 
matter (PM2.5) above 5 μg/m3, while 52,000 were attributed to nitrogen dioxide (NO2) above 10 μg/m [1]. 
Additionally, short-term exposure to ozone (O3) above 70 μg/m3 was attributed to 22,000 deaths. Concerning 
specific causes of mortality, exposure to increased PM2.5 attributed at first place to deaths from ischemic heart 
disease, while NO2 harmed diabetes mellitus [2]. Oppositely, the quantified positive impact of spending more 
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than 30 minutes in blue-green spaces on human health in urban areas was less investigated and expressed in 
absolute numbers of people that directly benefited, but rather as lower odds ratios for a specific health outcomes 
such as depression or high blood pressure [3]. 

Public health and well-being are not standard urban planning criteria and are rarely integrated into that 
process, implicating the need for positioning citizens’ health in the centre of urban planning and a good balance 
between social, environmental, and economic aspects [4]. Natural-based solutions (NBS) in urban areas should 
be designed in such a way as to enable healthy interaction between people and ecosystem services, which 
contributes to the improvement of public health and well-being. The relationship between urban planning and 
PH and WB enhancement is complex [5]. 

Based on the innovative systemic methodology of synergizing interactions of water (blue) and vegetated areas 
(green) infrastructure the H2020 project entitled Healthier Cities through Blue-Green Regenerative 
Technologies: the HEART Approach addresses these issues. Its principal aims are to significantly improve urban 
health and reduce health disparities by bringing nature to improve livability conditions and to alter the 
conventional approach to urban planning to focus on integrated nature-based solutions and concepts with 
emphasis on public health and citizens’ well-being while considering sensitive societal and environmental aspects. 

To achieve that the HEART Holistic Approach was built as a multidimensional framework consisting of four 
dimensions (individual health of study participants, blue-green solutions, environmental and community health) 
with the Health Centre Planning Matrix (HCPM tool) positioned in its centre. 

Methodology 

The main methodological approach to HEART clinical studies in all three demo cities was to understand the 
relationship of the HEART project interventions (recommendation) to four selected chronic diseases: 
cardiovascular, respiratory, mental and metabolic and healthy participants as the control group, assessing 
environmental (air quality, weather parameters, noise) distance to NBS, social, economic factors, as well as 
medical history of diseases and lifestyle factors. The HEART intervention/recommendation instructed 
participants in the following way: to perform 2-3 visits per week as a minimum, spend in the NBS/BGS at least 
45 minutes to one hour and 15 minutes. Selected demo parks/locations with blue-green characteristics are in 
Belgrade (Serbia), Athens (Greece) and Aarhus (Denmark). 

The goal is to engage 800 participants in all three counties until the end of the clinical study (December 
2024). Recruited participants are randomly divided into study groups and their health will be monitored during 
the three-month study period, afterwards will be compared with those who suffer from the same diseases but 
without following instructions to visit the parks, just having their daily routine in the so-called grey areas (urban 
zones where they live and work).  

Results 

The ICT tools and methods play an important role in the HEART project by enabling comprehensive data 
collection, real-time monitoring, and advanced analytics to evaluate the impact of BGS on public health and well-
being in urban settings. 

ICT Tools Deployed 

Mobile Applications: Medical experts were synergizing with IT experts to develop and test mobile 
applications tailored to fit the needs of each participant group. These applications are used to instruct 
participants on their visits to BGS, monitor health related data, track their emotional state, collect socio-
economic-medical questionnaires digitally, and potentially monitor other health-related data. 

Wearable Devices: Volunteers are equipped with 2 types of wearable devices (smart-bands), equipped with 
sensors to monitor various health metrics such as activity levels, heart rate, blood oxygen levels, stress levels, and 
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emotional states. Beside the clinical measurements in the hospital setting, these devices are crucial in assessing 
the impact of BGS on participants' health. 

Hospital data base: Specially designed for the clinical study within the HEART projects, Hospital data base 
enables each Hospital involved in the study to keep the study medical records and provide connection with 
project developed applications.  

Environmental Sensors: Environmental in-situ sensors are deployed in demo sites to gather real-time data 
on environmental parameters like air quality, weather conditions, and other factors relevant to the study. These 
sensors help in understanding the environmental context in which participants are exposed during their visits to 
BGS. 

Satellite Images: Satellite images are used as a tool to potentially gather spatial data related to the BGS and 
their surroundings. This data will be utilized to analyze vegetation coverage, urban heat island effects, or other 
relevant environmental factors affecting public health.  

Methods for Evaluation 

AI Tools and Statistical Methods: Data collected from various sources including clinical measurements, 
laboratory tests, wearable devices, environmental sensors, and socio-economic-medical questionnaires are 
analyzed using AI tools and standardized statistical methods. These tools help in correlating different datasets to 
identify patterns, trends, and correlations between BGS visits and health outcomes. 

Digital Data Collection: Apart from wearable devices, hospital database and mobile applications, digital 
data collection methods include self-reporting through the HEART applications and digital filling of socio-
economic-medical questionnaires. This ensures efficient data collection and management throughout the study 
respecting data privacy. 

Conclusion and Actions 

Robust datasets that will be obtained within the clinical studies in all three demo locations will undergo 
statistical and advanced statistical analysis, thriving to confirm defined hypotheses and answer research questions. 
Concerning selected diseases, the HEART investigators are interested in qualifying benefits for the group of 
participants who visited BGSs according to the instructions in comparison to those who did not follow the 
recommendation, specifically focusing on the status of the respective disease (before and after blue-green 
intervention) and existence and type of the correlation between defined clinical and environmental indicators. In 
addition to that, holistic validation will include social and economic aspects to better characterize observed 
results and potential impact on public health and well-being. Furthermore, obtained results from the HEART 
studies should help decision-makers and urban planners in building new or renovating existing blue-green areas 
in towns and cities.  

Deployment of the all ICT tools used to reach the study goals, the HEART consortium highlights 
importance of the strong bonds between technology, health and environment.  

List of Abbreviations: BGS- blue-green spaces; NBS- natural-based solutions; HCPM- Health Centre Planning Matrix;  
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