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Abstract 
Mammography can detect lumps in early-stage breast cancer when the tumors are small and cannot 
be felt when touched. Mammography is an X-ray of breast tissue and the diagnosis has limitations 
because it has low contrast and noise. We proposed a computer vision method to classify 
mammogram images to reduce the visual limitations of images and doctor's subjectivity. The 
classification process is carried out by recognizing and processing mammographic images and 
analyzing them using the random forest method to obtain appropriate knowledge. Before being 
classified, the image is enhanced by changing the format, rotated, cropped, enlarged the contrast 
using contrast stretching, and removed noise using a Gaussian filter. The enhanced image was 
extracted using the Gray Level Co-occurrence Matrix (GLCM) method. Classification of breast 
cancer based on mammogram images with the random forest algorithm gave an accuracy of 70.8%, 
a precision of 85.7%, and a recall equal to 25%. 

Keywords: Mammography; Breast Cancer; Computer Vision; Random Forest; Gaussian Filter 

Introduction 

Breast cancer forms in the cells of breast tissue and grows very fast and is difficult to control [1]. 
The types of breast cancer are determined by the location of the cells in the breast that turns into 
cancer [2]. Breast cancer can start from three main parts of the breast: lobules (glands that produce 
milk), ducts (tubes that carry milk to the nipples), and connective tissue (the fibrous and fatty tissue 
that surrounds and holds the parts together as a whole) [3]. Most breast cancers start in the ducts or 
lobules [4]. The rapid spread of breast cancer causes it to be the second leading cause of death from 
cancer in women in the worldwide after lung cancer [5]. 

The magnitude of death by cancer is because it was found at an advanced stage. More than 80% 
of breast cancer is found at an advanced stage [6]. The advanced stage is the severity of cancer that 
occurs when cancer cells have spread to other organs making it difficult to treat. The more advanced 
the stage, the lower the survival rate. Only 22% of stage IV breast cancer patients survive over 5 years 
[7]. Based on the cases of death caused by these cancers, it is necessary to identify breast cancer early. 
Early identification can be made by screening the patient's breasts to classify them as normal or 
abnormal. There are several ways to check for breast cancer, including Breast Self-Exams (BSEs), 
Clinical Breast Exams (CBE), mammography, breast ultrasound, breast Magnetic Resonance Imaging 
(MRI), and biopsy [8]. 

http://opendefinition.org/licenses/cc-by/
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Breast Self-Exam is a screening done to determine whether there is a lump or physical oddity in 
the breast as a symptom of breast cancer. It is recommended to have a BSE once a month so that 
changes can be identified. However, this screening is certainly not enough to decide whether or not 
cancer is present, a clinical breast cancer test must be carried out. Before examining with the help of 
medical devices, the doctor will examine the breasts with bare hands, Clinical Breast Exams (CBE). 
The CBE aims to determine the breast's shape, size, color, and texture to detect the possibility of 
cancer [9]. The doctor or nurse will examine the breast in a circular motion to detect the location of 
a lump or tumor in the breast. Apart from around the breasts, the doctor will also examine the lymph 
nodes in the armpits and the top of the collarbone. If there is swelling or a lump, the doctor will carry 
out a more specific follow-up examination. 

Mammography is an examination to confirm the diagnosis of breast cancer, both in symptomatic 
and asymptomatic women [10]. Mammography can detect lumps at an early stage of breast cancer 
that are still small or cannot be felt when touched. Mammography is an X-ray photo of breast tissue 
[11]. However, the results of this mammography image have limitations because it has low contrast 
and high noise [12]. Breast ultrasound is a breast cancer test using sound waves to display images on 
a computer screen. This screening can detect changes in the breast, such as lumps or tissue changes. 
In addition, breast ultrasound can also distinguish whether the lump contains fluid, which means a 
breast cyst or a solid lump. Breast MRI is a breast cancer test using magnets and radio waves [13]. 
The combination of magnets and radio waves will produce images of all parts of the breast and show 
soft tissue very clearly. An MRI examination is a follow-up examination when a person is diagnosed 
with breast cancer to know the size of cancer and look for possible tumors on the breast. A breast 
biopsy is done when a physical exam, mammography, or other breast cancer imaging test shows 
cancer cells to be present. This test procedure is carried out by taking a tissue sample suspected of 
cancer cells in it. This tissue sample is then examined in the laboratory with a microscope. 

This research proposes a computer vision method to classify mammogram images to reduce 
images' visual limitations and doctors' subjectivity. Several previous research has examined this 
computer vision method for detecting breast cancer [14, 15, 16], some of them used machine learning 
[17, 18, 19] while other used deep learning [20, 21, 22]. However, this research has not yielded optimal 
results because image enhancement and noise removal have not been carried out. The aim of this 
research was to classify the breast cancer based on mammogram image using the random forest 
method applied to enhanced images by changing the format, rotated, cropped, increased contrast 
using contrast stretching, and removing noise using a Gaussian filter. Features are extracted from the 
transformed image using the GLCM and used as input for classification using a random forest. To 
get the best classification model, testing was carried out at the stages of contrast stretching, gaussian 
filter and classification with random forest. 

Material and Method 

This research used mammogram data  obtained from the Mammographic Image Analysis Society 
(MIAS) dataset [23], one of the oldest data sets compiled by British researchers. The dataset was 
downloaded for free from the Cambridge University repositor on January 2, 2023. The dataset 
consists of 322 mammogram data with details of 207 normal breast images and 115 abnormal breast 
images. The mammogram view is taken using the Medio Lateral Oblique (MLO) or side view. 
Mammograms in this dataset have four image sizes: small (1600×4320 pixels), medium (2048×4320 
pixels), large (2600×4320 pixels), and extra-large (5200×4320 pixels). Mammograms are as*.pgm files 
with a gray level resolution of 8 bits per pixel. The model proposed in the research classification of 
breast cancer based on mammogram image using random forest is shown in Figure 1. The experiment 
was carried out with a computer hardware processor 2.2 Ghz, Intel Core i7 6-core 2.2 GHz, Turbo 
Boost up to 4.1 GHz, with shared L3 cache of 9 MB, 2400 MHz memory storage media of 16 GB 
and SSD 512 GB. The software used is jupyter notebook 6.5.2, python 3. 
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Figure 1. The proposed model 

At the preprocessing stage, image quality improvement is carried out to produce images that are 
ready for analysis. A special application that supports the extension (.pgm) is required to open images 
in the dataset. To make it easy to implement in a classification system, the dataset format which 
originally had the extension (.pgm) was converted to a mammogram image in (.png) format. This 
format supports the process of data compression without losing the information in it. After 
converting the image format, the image is rotated and cropped manually to get clear images and 
specific part of the object under study. Image rotation is done so that side-view images can be seen 
more clearly. Meanwhile, cropping is done to remove useless parts of the scanned image and focus 
on the breasts. Cropping is also done so that the image size becomes uniform with a ratio of 7:5. 
Screened and cropped mammogram images have increased contrast values using contrast stretching 
(see Figure 2). 

 

Figure 2. Preprocessing flow 
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The implementation of the contrast stretching method is used to increase the image contrast by 
flattening the spread of pixel values so that the image has better contrast. To determine the level of 
image contrast, minimum and maximum percentile values range from 0 - 100, 1 - 99, 2 - 98, 3 - 97, 4 
- 96, 5 - 95, and 6 – 94 are used. After the contrast is increased, a mammogram usually has a little 
noise. To reduce noise, we uses Gaussian filters with various sigma values, namely 1, 2, 3, and 4, to 
make mammogram images smoother. 

Mammograms with improved image quality at the preprocessing stage were then extracted using 
the Gray Level Co-occurrence Matrix (GLCM) method [24] (Figure 3). The GLCM matrix calculation 
uses 4 angles (0, 45, 90, and 135 degrees) and spatial distance d = 1. The GLCM matrix that has been 
formed is used as a reference in calculating five textures, namely energy, contrast, correlation, 
homogeneity, and entropy. Based on the angles and textures used, the total feature values generated 
from mammogram images are 20 features. 

 

 

Figure 3. Extracted using the GLCM 
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The features that have been extracted are then classified using a random forest (Figure 4). The 
GLCM feature values dataset is divided  into two parts randomly regardless of the presence or 
absence of disease: training and testing sets. The ratio between training data and test data used varies 
with a ratio of 50% : 50%, 60% : 40%, 70% : 30%, and 80% : 20%. This ratio results in the 
performance of different models. In addition to ratio data, the number of trees used also varies, 
starting with 50 trees, 100 trees, 200 trees, 300 trees, 400 trees, 500 trees, 600 trees, 700 trees, 800 
trees, 900 trees, and 1000 trees. The more training data and trees used do not necessarily provide 
better performance. Computation costs will increase as training data and the number of trees used 
are increased.  

 

 

Figure 4. Classification uses a random forest 
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Bootstrapping is then carried out by forming new training data based on a simple random 
sampling of existing training data with returns. The amount of new training data generated is in 
accordance with the number of trees used. The new training data set will be formed into a tree by 
determining the nodes from the root to the terminal (p) using entropy (S) calculations and 
information acquisition. The Information Gain (S,A) value is affected by the attributes as nodes in 
the tree formed. The formation of the tree is carried out on each new training data that is generated. 
After all the trees are formed, then each tree makes predictions using test data. The final decision in 
the form of classification is determined by the prediction with the highest value in the test data. The 
end result of the classification is an indication of normal or abnormal breast cancer. The entropy and 
information gain values formula uses are presented in Eq (1) and (2). 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = ∑ −𝑝𝑖𝑙𝑜𝑔2𝑝𝑖

𝑛

𝑖=1

 
(1) 

𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑖|

|𝑆|
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖)

𝑛

𝑖=1

 
(2) 

  
The final result of classification is an indication of normal or abnormal breast cancer. The design 

is implemented into a model. After that, an evaluation of the model is carried out. Model evaluation 
aims to measure the performance of the random forest classification algorithm by comparing the 
predicted results with the actual classification results. Evaluation of the model uses the confusion 
matrix with the performance measures used in precision, recall, and accuracy, as shown in Figure 5. 
The calculation of the performance matrix is carried out in each experiment so that a comparison of 
training data and testing data and the optimal number of trees can be found. 
 

 

Figure 5. Evaluation of the model (TP = true positive, TN = true negative, FP = false positive, 
FN = false negative) 
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To find the best Random Forest model, the researchers conducted several experiments. The first 
experiment focused on the contrast stretching stage, while the second experiment focused on the 
gaussian filter stage [25,26]. In this research, the first experiment used varying minimum and 
maximum percentile values, while the second experiment used varying sigma values. 

Results and Discussion 

Structure Percentile Values 

The first experiment was to change the percentile value at the contrast stretching stage. This 
experiment aims to find the best contrast enhancement in mammogram images.  The percentile 
values tested were 0-100, 1-99, 2-98, 3-97, 4-96, 5-95, and 6-94. Variation in the value of this 
percentile was a feature extraction to test the increase in image contrast directly without going through 
the Gaussian filter stage. The percentile experiment will produce 7 different datasets. Each dataset 
will be classified and evaluated to determine the best model. Figure 6 presents the results of the 
percentile experiment. 

 

 

Figure 6. Graph of percentile value experiment results 

The resulting accuracy, precision, and recall values are 70.8%, 85.7%, and 25%, with an execution 
time of 5 hours 51 minutes 6 seconds. The best model uses a 80:20 training data : testing data, and 
600 trees. Table 1 shows the model evaluation results at the 4-96th percentile. 

Sigma Values 

The second experiment was carried out at the stage of removing noise with a gaussian filter. The 
noise removal power depends on the sigma value used. The higher the sigma, the more noise will be 
removed and the image will be blurry. The sigma experiment was carried out using sigma = 1, sigma 
= 2, sigma = 3, and sigma = 4. The image with the noise removed is the image from contrast 
stretching with the best percentile, namely 4-96. After feature extraction, each dataset will be classified 
and evaluated to determine the best model. Figure 7 presents the results of the sigma experiment. 

Based on the experimental graph, it is known that the sigma value that produces the best 
classification model is sigma = 3. The resulting accuracy, precision, and recall values are 65.9%, 
53.8%, and 15.6% with an execution time of 10 minutes 28 seconds. The best model uses a 
comparison of training data: testing data 60 : 40 and the number of trees is 100. The following Table 
2 shows the details of the evaluation results of the model at sigma = 3. 
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Table 1. Evaluation results of the 4-96 percentile value model 

Training Data :  
Testing Data 

Number of Trees Accuracy% Precision% Recall% Execution Time 

50:50 

50 57.8 31.8 15.8 7m3s 

100 60.2 37 17.5 12m34s 

200 59 33.3 15.8 25m 

300 57.8 31 15.8 34m57s 

400 60.2 37.9 19.3 50m9s 

500 59 33.3 15.8 58m9s 

600 59.6 35.7 17.5 1h8m37s 

700 58.4 32.1 15.8 1h28m7s 

800 59 34.5 17.5 1h25m38s 
900 59.6 35.7 17.5 1h44m41s 

1000 59.6 35.7 17.5 1h55m4s 

40:60 

50 58.9 37.5 26.7 9m5s 

100 66.7 54.2 28.9 21m43s 

200 65.1 50 31.1. 44m29s 

300 62.8 44.4 26.7 59m45s 

400 62.8 44.4 26.7 1h26m59s 

500 62 43.3 28.9 1h40m17s 

600 61.2 40.7 24.4 1h55m54s 

700 62.8 44.4 26.7 2h12m17s 

800 64.3 48 26.7 2h42m30s 

900 63.6 45.8 24.4 2h57m41s 

1000 64.3 48 26.7 3h13m20s 

30:70 

50 66 52.6 29.4 21m15s 

100 63.9 47.1 23.5 34m10s 

200 57.7 31.6 17.6 1h3m2s 

300 61.9 42.1 23.5 1h30m5s 

400 58.8 33.3 17.6 2h28m2s 

500 62.9 44.4 23.5 3h5m34s 

600 64.9 50 29.4 3h47m15s 

700 62.9 45 26.5 4h5m12s 

800 59.8 35.3 17.6 4h25m26s 

900 62.9 44.4 23.5 4h54m40s 

1000 62.9 43.8 20.6 5h25m37s 

20:80 

50 67.7 63.6 29.2 26m41s 

100 67.7 71.4 20.8 1h39m27s 

200 67.7 66.7 25 2h43m12s 

300 69.2 70 29.2 3h15m0s 

400 69.2 75 25 3h49m53s 

500 69.2 75 25 4h2m8s 

600 70.8 85.7 25 5h51m6s 

700 66.2 60 25 5h52m5s 

800 66.2 60 25 8h6m51s 

900 66.2 60 25 7h56m7s 

1000 67.7 63.6 29.2 8h33m58s 
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Figure 7. Graph of sigma value experiment results 

After conducting the first experiment using various percentile values and the second experiment 
using various sigma values, it can be seen that the first experiment resulted in a better classification 
model than the second experiment. The first experiment resulted in the best accuracy, precision, and 
recall values of 70.8%, 85.7%, and 25% with an execution time of 5 hours 51 minutes 6 seconds, 
while the second experiment resulted in the best accuracy, precision, and recall values of 65.9%, 
53.8%, and 15.6% with an execution time of 10m28s. The best classification model is obtained by 
doing contrast stretching on the mammogram image using the minimum-maximum percentile of 4-
96, then extracting the features using the Gray Level Co-occurrence Matrix, and classifying it in the 
random forest algorithm using a comparison of training data: 80 : 20 testing data and the number of 
trees 600. The gaussian filter method to remove noise from the mammogram image was not used 
because based on the second experiment, this filter could not improve the classification results. The 
use of the higher sigma value or standard deviation on the gaussian filter will affect the number of 
areas identified so that there are differences in texture in the mammogram image.  

The testing using various Percentile Values to find the best contrast value in the mammogram 
image followed by Sigma Values testing to remove noise with a Gaussian filter will find a random 
forest model with the most optimal accuracy. Image enhancement which consists of the process of 
finding the best contrast value and removing the best noise is a purely subjective processing technique 
[25], therefore, experiments are needed for each object and for each specific purpose in order to 
obtain the most optimal model. This model needs to be developed for other objects and other 
purposes by increasing the number of experiments using the same process. 

Conclusions 

The classification of breast cancer based on mammogram images with the random forest 
algorithm gave the accuracy, precision, and recall results, namely 70.8%, 85.7%, and 25%. These 
results were obtained after the mammogram image was contrasted using contrast stretching with the 
minimum and maximum percentile values used were 4 and 96. The corrected mammogram image 
extracted its texture features using the Gray Level Co-occurrence Matrix method. The selection of 
methods and variables used can affect the random forest algorithm classification results. Based on 
the experimental results, it is known that the number of trees and the optimal comparison of training-
testing data for classifying mammogram images with the random forest algorithm are 600 and 80:20 
with an execution time of 5 hours 51 minutes 6 seconds.The use of the Gaussian filter method to 
remove noise from mammogram images is also known not to be able to improve the classification 
results of the random forest algorithm. 
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Table 2. Results of model evaluation with sigma value = 3 

Training Data :  
Testing Data 

Number of Trees Accuracy% Precision% Recall% Execution Time 

50:50 

50 59 23.5 7 3m10s 

100 60.2 36 15.8 7m45s 

200 61.5 35.3 10.5 12m42s 

300 61.5 36.8 12.3 20m4s 

400 62.7 42.9 15.8 26m56s 

500 62.7 42.1 14 31m50s 

600 60.9 36.4 14 40m26s 

700 62.7 42.1 14 44m28s 

800 62.7 42.9 15.8 49m10s 
900 62.7 41.2 12.3 56m25s 

1000 62.1 37.5 10.5 1h4m19s 

40:60 

50 62.8 41.2 15.6 5m14s 

100 65.9 53.8 15.6 10m28s 

200 62.8 38.5 11.1 19m1s 

300 61.2 30.8 8.9 30m12s 

400 63.6 41.7 11.1 42m10s 

500 62.8 30.4 8.9 55m16s 

600 63.6 37.5 6.7 1h1m6s 

700 64.3 44.4 8.9 1h14m28s 

800 64.3 44.4 8.9 1h23m14s 

900 64.3 45.5 11.1 1h36m53s 

1000 62.8 36.4 8.9 1h43m35s 

30:70 

50 58.8 25 8.8 8m52s 

100 63.9 44.4 11.8 19m25s 

200 62.9 37.5 8.8 34m59s 

300 62.9 37.5 8.8 51m30s 

400 62.9 37.5 8.8 1h12m50s 

500 61.9 33.3 8.8 1h25m42s 

600 62.9 37.5 8.8 1h47m10s 

700 62.9 37.5 8.8 2h1m43s 

800 62.9 37.5 8.8 2h23m54s 

900 62.9 37.5 8.8 2h25m41s 

1000 61.9 33.3 8.8 2h59m58s 

20:80 

50 56.9 16.7 4.2 10m59s 

100 60 33.3 8.3 26m58s 

200 61.5 42.9 12.5 52m52s 

300 63.1 50 8.3 1h15m44s 

400 63.1 50 8.3 1h46m8s 

500 63.1 50 8.3 2h4m22s 

600 61.5 40 8.3 2h43m6s 

700 62.8 36.4 8.9 1h18m19s 

800 64.3 44.4 8.9 1h20m 

900 61.5 40 8.3 3h34m55s 

1000 63.1 50 8.3 4h20m44s 
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