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Abstract 
With an aging society, the need to automate time-consuming repetitive actions done by medical 
doctors to maximize their treatment ability is imminent. Automatic biomedical image segmentation 
algorithms are set to play a key role in the healthcare of the future. Currently performed by 
radiologists, the time-consuming procedure consists of assigning areas on the image to corresponding 
anatomical structures. Novel automatic segmentation algorithms proposed in the literature can be 
divided into atlas-based, methods using statistical shape knowledge and deep learning algorithms. 
Deep learning algorithms do not require complex preparation of the atlas or a priori knowledge about 
the segmented shape. However, their performance is dependent on the training dataset size and 
quality. Employing the U-Net convolutional neural network architecture, the authors aim to 
overcome the bottleneck of a small-sized dataset with artificial data augmentation, creating new 
training samples using flipping and elastic deformation procedures. Algorithms' further increase of 
efficiency was obtained by combining binary segmentation models – each model was trained to 
segment one anatomical structure on the image. As most of the work in the field focuses on the 
introducing novel neural networks' architectures to the field, the thorough description of the impact 
of these refinement steps sets the paper apart from the other publications in the field. The evaluation 
of the method utilized Dice's coefficient as a quantitative metric. The presented results show the 
differences between the model's coefficient values acquired on different magnetic resonance 
sequences used in the training process. Furthermore, data augmentation impact on segmentation 
accuracy is showcased, as well as segmentation examples for visual inspection. The authors discuss 
also the practical usefulness of the algorithm, its limitations as well as future development plans.  
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Introduction 

The rapidly increasing quality of biomedical imaging techniques makes them essential in modern 
healthcare. It is estimated that in a big part of cases, examination of the patient through medical 
imaging is sufficient for specialists to make an accurate diagnosis. Yet such methods have a drawback: 
they are processed only by professionals, and the action of reading the images is often time-
consuming. Maximizing the efficiency of medical doctors is expected to be a healthcare's key problem 
in the near future. Europe's aging society indicates that more and more people will need medical 
treatment. However, with the rising number of potential patients, the number of medical doctors is 
not increasing. In Poland, in 2019, there were 2.4 medical professionals per 1000 citizens [1]. Taking 
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into account the mentioned society age trend, this number is set to worsen. Current fast development 
in the sector of artificial intelligence and successful automation of many previously human-covered 
actions by autonomous algorithms shows promise in solving the above problem. The repetitive tasks 
of processing biomedical images, currently done by radiologists is an apparent case of activity, which 
can be optimized by autonomous algorithms. It includes actions such as image classification [2, 3] 
and image segmentation. For instance, segmentation is currently one of the more time-consuming 
procedures executed by radiologists. It can be focused on whole anatomical structures [4] or only 
abnormalities, such as lesions [5]. Image segmentation includes assigning regions of the image to the 
corresponding structures. The product is a segmentation mask, which contains information about 
the affiliation of each pixel to the structure. Frequently, the whole sequence of images has to be 
segmented, which results in hours of processing. The process is often essential in the diagnosis of 
several diseases (i.e. gonarthrosis) and evaluation of treatment results. Traditional approaches – atlas-
based, employ images and reference manual segmentation as an atlas and perform image registration 
on the processed image [6,7]. Many publications showed robust results using this approach, of which 
the main advantage is a lower computational resources requirement. Such methods are however, 
error-prone due to the individual characteristics of patients' anatomy. Recently, more and more 
research is focused on the deep learning approach to the problem. 

Many different, novel convolutional neural networks (CNN) architectures are proposed, not only 
standard auto-encoder networks, but also dense CNNs, such as the HyperDense-Net [8] or 
combinations of fully-convolutional network (FCN) and recurrent neural network (RNN) [9]. Large 
group of researchers combines a deep learning approach with classic algorithms, such as the random 
walk algorithm, to refine the results [10]. In some cases, the methods are scalable to different 
modalities [11]. The deep learning approach, contrary to other proposed segmentation methods, such 
as the methods using statistical shape models [12] or atlas-based, does not need any a priori 
knowledge about the segmented shape or atlas prepared for reference. It needs, however, a training 
dataset of images and corresponding segmentation masks, which are prepared manually by specialists. 
If the number of neural networks’ architectures described in the literature is abundant, then there is 
close to none publications with a strong focus on the impact of dataset augmentation methods and 
other solutions to the scarcity of the training data. The goal of this study was to develop, train and 
evaluate a deep learning algorithm, which can be used for the segmentation of human brain magnetic 
resonance images, with only a sparse dataset. Ideally, the algorithm should segment a sequence of 
images in a short time period (less than a minute) and obtain a sufficient quality of segmentation.  

Material and Method 

To achieve our goal, the algorithm pipeline contains important preprocessing steps in the form 
of the dataset augmentation and models binarization. Contrary to the other publications in the field, 
their impact on the segmentation quality are thoroughly described. These steps in the segmentation 
algorithms, which use the deep learning approach, can be the key to further improve the quality and 
create a state-of-the-art algorithm that will be used to streamline segmentation process in the 
healthcare. With such algorithms complementing other modern solutions, such as the Electronic 
Health Record [13] and advancements in the e-health sector [14], medical care in the future will have 
tools to solve the problems that threaten it. 

Overall Algorithm Pipeline 

The proposed algorithm utilizes human brain magnetic resonance images and a convolutional 
neural network to segment the image (sequence of images) and return a segmentation mask(s). The 
convolutional neural network, models’ training, evaluation of efficiency and data augmentation were 
implemented using Python language with Keras, TensorFlow, NumPy, SimpleITK, Elasticdeform 
and Matplotlib packages. 
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Dataset 

The source of the dataset (Figure 1.) used for training and evaluation was the Grand Challenge 
on MR Brain Segmentation at MICCAI 2018 [15] with the approval of the competition organizers. 
It consisted of multi-sequence (T1-weighted, T1-weighted inversion recovery and T2-FLAIR) images 
obtained on seven patients, with the use of a 3T scanner at the UMC Utrecht. Additionally, every 
image had a manually segmented mask for reference. Images from different sequences were not 
mixed up in the process. After visual evaluation, the first and last ten images from each patient’s 
image sequence were excluded, as the shown regions were not valuable for training. That left 196 
multi-sequence images in the dataset, which were then split into training and test sets in a 6:1 ratio. 
Segmentation maps were represented in the form of matrices of the same size as images (240x240x1). 
Each element of the segmentation map had a value equal to value denoting the anatomical structure, 
which the corresponding pixel on the image is a part of. Since the available dataset was of small size, 
it was decided to simplify segmentation by merging labels into 4 structures, instead of 10, present in 
the original dataset. Merging operations were done as recommended by the dataset creators [16]. The 
labels convention was as follows: 0 – background, 1 – grey matter, 2 – white matter, 3 – cerebrospinal 
fluid. Furthermore, data augmentation was applied in two forms. One method created new training 
samples (image and segmentation mask) by flipping (horizontally, vertically and both) original data. 
The other method used elastic deformation procedure [17] (Figure 2.). To summarize, the preparation 
of data resulted in two variants of the training dataset: augmented and not augmented. Each variant 
consisted of 3 groups of training and test sets, each group using images of a single magnetic resonance 
sequence. These groups were used to train and test separate models. 

 

Figure 1. Original dataset samples, containing images in three MRI sequences – FLAIR (top left), 
T1-weighted (top right), T1 IR (bottom left) and reference segmentation masks (bottom right). 

Relation between the color of the structures visible on the mask and structures’ labels is denoted by 
the legend. 
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Figure 2. Dataset augmentation using elastic deformation example. Colors in the segmentation 
maps denote different brain structures. Original image (top left) and its reference segmentation (top 

right) was distorted by the elastic deformation algorithm, which resulted in a new data sample 
consisting of a new image (bottom left) and a segmentation map (bottom right). 

Net Architecture 

The convolutional neural network employed in the algorithm was an adaptation of the U-Net, 
architecture proposed by Ronneberger et. al. [18], which is capable of fast and precise segmentation, 
even when trained on compact datasets, which justified its use. The network had two main parts. The 
first part – encoder, used double convolutional layers interspersed with max-pooling as a 
downsampling operator. Such structure results in a gradual reduction of width and height and an 
increase in the depth of the processed image. The following operations were part of the decoder, 
which utilized double convolution and transposed convolution layers. The selected number of 
convolutional filters was lower than the depth of the processed volume, as opposed to the number 
used in the encoder, which combined with upsampling operation resulted in an increase in the height 
and width of the volume with reduction of depth. Additionally, between double convolution layers 
in the encoder and the decoder, a skip connection was created [19]. As a result, the input of each 
double convolution layer in the decoder was a concatenation of the encoder’s corresponding layer 
output and the decoder’s previous upsampling layer output. The network was designed to process a 
240×240×1 image and return a 240×240×1 segmentation mask, as it was trained to perform binary 
segmentation. 

Models Training 

The purpose of the training was to train models specialized in segmenting images of one magnetic 
resonance sequence. Each model was trained on images of only one sequence. Furthermore, separate 
models were trained to segment different anatomical structures. Depending on the chosen structure 
to be segmented by a trained model, segmentation masks from the dataset were first converted to 
binary form, which used values: 0 – background and other structures, 1 – segmented structure. For 
instance, one of the models was trained to segment cerebrospinal fluid (CSF) from T1-weighted 
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images, thus the full training was executed using T1-weighted images and segmentation masks 
converted to a binary form, where 0 denoted pixels that are part of the background, white matter and 
grey matter. Values equal to 1 denoted CSF. Models were trained using Keras package, with 
TensorFlow as a backend. Models efficiency was measured using the Dice’s coefficient after each 
epoch on the test dataset (Figure 3). The best model was then saved for evaluation. The tests were 
conducted on a PC, with i5-7300HQ processor and NVIDIA GTX 1050 graphics card. 

 

Figure 3. Training process plot 

Segmentation Pipeline 

The segmentation pipeline of the algorithm utilizes its binary approach by feeding the image to 4 
models, each specialized to segment a single structure (Figure 4.). The models return segmentation 
masks denoting the localization of pixels belonging to each structure. The masks are then merged 
into a single mask. The value of each pixel is determined using the mask, which assigned it the highest 
confidence, employing the 4-values label convention.  As a result, the returned mask contains the 
segmentation of all desired structures. 

 

 

Figure 4. Segmentation algorithm diagram 
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Statistics 

The metric used to evaluate models’ performance was Dice’s coefficient. During the segmentation 
process, the X set consists of pixels segmented as a part of the desired structure by the model. Y 
consists of pixels that are a part of the structure in the reference segmentation mask (ground truth). 
For binary segmentation, the coefficient is defined as: 

 

(1) 

where X is the set of pixels denoted as a part of the segmented structure by the model; Y is the true 
set of pixels being a part of the segmented structure 

As for multi-label segmentation masks, the coefficient value was calculated as the mean value of 
the coefficient for each structure. The coefficient can be interpreted as a similarity measure between 
two images. If the coefficient value equals 1, then two images are identical. If it equals 0, then there 
are no common features between the images. 

Results 

The algorithm took less than half a minute to segment the whole sequence of 28 images. 
Moreover, utilized training datasets allowed to examine the impact of several factors on the models’ 
effectiveness. There were the following factors: data augmentation methods applied (Figure 5.), type 
of magnetic resonance sequence (Figure 6.) and segmented anatomical structure. Obtained results 
show that different magnetic resonance sequences allow models to earn different segmentation 
effectiveness. Specifically models that were segmenting T1-weighted images, obtained higher Dice’s 
coefficient value on the test dataset, by 8-11% in comparison to models segmenting FLAIR images, 
and 3-5% in comparison to T1 inversion recovery models. Furthermore, both data augmentation 
methods allowed for a 3-6% increase in segmentation effectiveness, depending on the structure 
(Figure 5). Best baseline models (no data augmentation, T1-weighted images) acquired 0.81-0.87 
Dice’s coefficient, depending on the structure segmented. 

 

 

Figure 5. Algorithm's Dice coefficient values with different data augmentation methods used on 
the training dataset  
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Figure 6. Algorithm Dice coefficient values on different MRI sequences – FLAIR (Fluid 
Attenuated Inversion Recovery), T1, T1 IR (T1 Inversion Recovery) 

Discussion 

After model training was completed, the algorithm was capable of segmenting a sequence of 
images many times faster than a radiology specialist (20-30s). The results reveal that model depends 
heavily on the MRI sequence used. Models’ best performance on T1-weighted images (Figure 6) 
agrees with specialists' practices, who, according to the dataset creators, were segmenting most 
structures from T1-weighted images. This indicates that on images of the T1-weighted sequence, the 
structures are more distinct also for humans. Data augmentation in both presented forms had a 
beneficial effect on the segmentation efficiency (Figure 5). What is worth noting, simple image 
flipping technique had the same results as the more sophisticated elastic deformation algorithm. A 
strong feature of the algorithm is its practical usefulness – it can be run on a common computer 
setup, with no efficiency issues or longer waiting time. The main limiting factor of the method is the 
scarcity of the dataset used. To comprehensively test the methods described and take a step towards 
its implementation in the healthcare, there is a need for another human brain magnetic resonance 
dataset with reference segmentation masks and ideally taken on different magnetic resonance imaging 
device, to prove that it is capable of delivering strong results not only on other patients, but also 
regardless of the hardware used. Other limiting factor may be the U-Net architecture employed, 
which since its introduction was superseded by novel architectures. There is also an interpretability 
problem regarding deep learning methods [20]. The planned future studies on the algorithm 
development include combining it with other segmentation techniques, utilizing statistical shape 
models, or 3D convolutional neural networks [21,22]. The accuracy may also be increased with the 
use of feature selection methods [23]. Lately, a big increase in the accuracy has been reported for 
methods using Conditional Random Field combined with CNNs [24,25]. A rising interest in ensemble 
models can also be observed [26]. It is important to mention, that currently the biggest bottleneck of 
all segmentation methods, especially those based on Deep Learning, is the size and the quality of the 
training dataset. It is very time consuming for the specialists to segment images manually, hence why 
the datasets available are small and contain at best data from less than 1000 patients. If segmentation 
algorithms are to be implemented in healthcare, the biggest contributing factor would be to create a 
larger biomedical image dataset and of better quality. There is however new research conducted in 
the field of deep learning MRI segmentation, which can create robust models without the prepared 
expert segmentation [27].  
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Conclusions 

The developed deep learning algorithm was capable of segmentation of human brain biomedical 
images in a robust manner. The process is quicker than the segmentation conducted by radiologists. 
Moreover, the impact of data augmentation methods and the MRI sequence used on the score of the 
algorithm was evaluated. The results show that augmentation methods can have a positive effect on 
the segmentation quality. However, to thoroughly test the algorithm and fully validate the results, a 
larger dataset is needed. 
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