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Abstract 
Magnetic Resonance Imaging (MRI) is one of the prominent imaging techniques for assessment of 
brain tumor progression. Intensity inhomogeneity, partial volume effect (PVE) and diverse nature of 
tumor render a challenging task for automatic segmentation of brain tumors from MR images. 
Existing MRI brain tumor segmentation methods focus one or two of the above mentioned 
challenges. We aimed to present a framework for automatic brain tumor segmentation that effectively 
tackles all major challenges. In the proposed framework, first the intensity inhomogeneities in the 
MRI images are corrected using an Enhanced Homomorphic Unsharp Masking algorithm. Following 
intensity inhomogeneity correction, features are extracted. Finally, the extracted features are fused 
and clustered using Multiple Kernel FCM (MKFCM) clustering algorithm. The MKFCM clustering 
algorithm employed in the proposed framework overcomes the PVE and form more generalized 
clusters, thus proved to be effective for images with diverse tumor shape. To demonstrate the 
effectiveness of the proposed framework, it is compared with four other clustering algorithms using 
different validation measures. 

Keywords: Magnetic Resonance Imaging (MRI); Brain tumor; Segmentation; Fuzzy; Clustering; 
Kernels 

Introduction 

Abnormal and uncontrolled growth of cells in the brain results in brain tumors [1]. Various 
imaging modalities such as X-ray, Computed Tomography (CT), Magnetic Resonance Imaging 
(MRI), etc. can be used in brain imaging studies. MRI offers contrast and spatial resolution among 
various soft tissues in the brain [2, 3]. Therefore, it has been widely preferred than other imaging 
modalities. Brain tumor segmentation from MR images refers to the task of delineating brain tumors 
from other brain tissues in MR images. Accurate segmentation of brain tumors plays a vital role in 
nearly all MR imaging applications such as diagnosis, quantification of tissue volumes, treatment 
planning, and surgery.   

Automatic segmentation of brain tumors from MR images is a difficult task due to the presence 
of intensity inhomogeneity and partial volume effect (PVE) in MR images and the diverse nature of 
the tumor. A lot of methods are available in the literature for MR image segmentation [4-6]. Among 
the existing techniques, fuzzy segmentation methods are concentrated in MRI as they could retain 
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more details than hard segmentation methods [7]. Fuzzy c-means (FCM) clustering algorithm, a most 
popular fuzzy segmentation method, provides the flexibility of allowing pixels to occupy multiple 
clusters and thus tends to overcome PVE. In FCM, tasks of PVE and segmentation are interleaved 
iteratively to yield better results. However, the FCM algorithm fails to form generalized clusters, and 
it is sensitive to noise. To overcome these problems, many researchers have concentrated on 
modifying the objective function of FCM [8]. FCM algorithm is useful only for spherical shape 
clusters due to the presence of Euclidean distance norm in its objective function. Gustafson and 
Kessel proposed the GK algorithm, an adaptive distance norm to detect clusters of various shapes 
in one data set effectively. But the GK algorithm deforms the cluster shapes in the presence of noise. 
To rectify this, Gath and Geva developed an unsupervised optimal fuzzy clustering (UOFC) 
algorithm that performs well with different geometrical shapes, different densities, and the number 
of data points in each cluster. UOFC algorithm converges to a local optimum with the presence of 
exponential distance in its objective function, thus limiting its performance. In our previous works 
[9, 10], we discuss the usefulness of GK and UOFC clustering algorithms for MRI brain tumor 
segmentation. However, due to the above-mentioned limitations, these clustering algorithms may 
prove inadequate for MRI brain tumors of diverse shapes and sizes. Efficient segmentation of brain 
tumors of diverse nature could be reached withkernel-based clustering algorithms. 

In recent years, kernel FCM (KFCM) addresses the problem of spherical clusters by mapping data 
with nonlinear relationships to appropriate feature space using kernel tricks [11]. Kernel selection 
plays an essentialrole in effective clustering. Unfortunately, the right combination of kernels limits its 
performance. To overcome this, Huang et al. [12] introduced the Multiple Kernel FCM clustering 
algorithm (MKFCM) by extending multiple kernels to fuzzy clustering. MKFCM incorporates 
multiple kernels and automatically adjusts kernel weights, thus immune to irrelevant features and 
kernels. 

This paper presents a framework that effectively tackles all the challenges present in MRI brain 
tumor segmentation. In the proposed framework, the intensity inhomogeneity in MR image is 
corrected using Enhanced Homomorphic Unsharp Masking (EHUM) algorithm and features are 
extracted for efficient clustering. MKFCM clustering algorithm employed in the proposed framework 
fuses and also clusters the extracted features, thus eliminating the need for an additional process of 
feature fusion before clustering. This clustering algorithm overcomes the PVE and form more 
generalized clusters, thus proved to be effective for images with diverse tumor shape.  

Material and Method 

Database 

Brain tumor image dataset used in this work are obtained from the “Challenge on Multimodal 
Brain Tumor Segmentation BRATS2015” [13]. The dataset is composed of multi-contrast MRI scans 
of 30 glioma patients (with and without resection and both low-grade and high-grade) with proficient 
annotations for "active tumor" and "edema". In addition to the patient image, it consists of simulated 
images for 25 high-grade and 25 low-grade glioma subjects. The proposed framework is implemented 
in MATLAB 2010 Rb software. 

Method 

The overall flow diagram of the proposed framework is shown in Figure 1. In the pre-processing 
step, the intensity inhomogeneity of the input MR image is minimized using Enhanced 
Homomorphic Unsharp Masking (EHUM) algorithm. Intensity and texture features extracted from 
the pre-processed image are fused and clustered using the MKFCM clustering algorithm. 
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Figure 1. Flow diagram of the proposed framework 

Intensity in Homogeneity 

Intensity inhomogeneity arising from the radiofrequency coil in MR imaging obstructs the 
diagnostic process of a physician. Such inhomogeneities afford difficulties in processing MR images 
as they produce spatial variations in tissue statistics. To correct the intensity variations of the MRI, 
an Enhanced Homomorphic Unsharp Masking (EHUM) method is used as a pre-processing 
stepc[14].The approach for intensity inhomogeneity correction is summarized below: 
1. Find out the region of interest ‘R’ of input image ‘P’  
2. Find the log transform of input image ‘P’ 

3. Use low pass filter to both input image and region of interest. Let it be PLlog and RL 

4. Compute pixel by pixel division of PLlog and RL 

5. Determine the difference between the images obtained in Step 2 and Step 4 and expressed 
in exponential form. This indicates the bias field. 
6. Perform dynamic compression to obtain the bias-corrected image.The linear mapping of 

the restored image intensity  Rx from the interval [P1, P2] (P1 and P2 representing the range of 

intensities of interest) to standard scale [S1, S2] (S1 and S2 are the minimum and maximum 
intensities) is expressed as: 

Y = S1 +
Rx − P1

P2 − P1

(S1 − S2) (1)  

where Y indicates the image obtained from the intensity mapping.  
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7. The intensity mapped image is normalized to the original gray level dynamics using 
dynamic compression. The corrected image IC is restored from the mapped image using 
the following dynamic compression expression. 

IC =
Y − min(Y)

max(Y) − min(Y)
max(Y) (2)  

 

Feature Extraction 

After intensity standardization, features such as intensity and texture are extracted from the 
standardized image. In our work, to describe the visual content of interest, it is important to 
understand the structural variations in the brain, which has been associated with volumetric 
reductions in medial temporal lobes and skull regions of the brain. For understanding the structural 
changes, feature extraction plays an important role. Intensity and textures are some of the commonly 

used features. Here, thecorrectedbrain tumor MR image  IC is converted into feature vectors  X ={x1, 
x2, . . .xn}. Intensity features relyon the probability density P (i,j) of occurrence of the intensity levels 
(i,j)  with the total number of pixels N in the image.  We have used the intensity features such as 
mean, variance, median, mode, and standard deviation. Mean and median are computed as, 

𝑀𝑒𝑎𝑛 =
1

𝑁
∑ 𝑃(𝑖, 𝑗)

𝑁

𝑖=1

 (3)  

𝑀𝑒𝑑𝑖𝑎𝑛 =
N+1

2
th term of X (4) 

The texture features are extracted using Gray Level Co-occurrence Matrix (GLCM) [15].A GLCM 
is a matrix in which the number of rows and columns is equal to the number of gray levels N, in the 
image.  

The GLCM is a two-dimensional array thattakes into account the specific position of a pixel 
related to other pixels. TheseGLCM  matrices are constructed at a distance of d=1, 2, 3, 4  and for 
the direction of data given. The GLCM features include correlation, energy, entropy, cluster shade, 
homogeneity, sum of square variance, etc. In our work, the following GLCM features are computed. 

Entropy gives the measure of randomness. It is given as 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑ ∑ 𝑃(𝑖, 𝑗)𝑋𝑙𝑜𝑔(𝑃(𝑖, 𝑗))

𝑁

𝑗=1

𝑁

𝑖=1

 (5)  

Correlation provides the linear dependency of grey levels of neighboring pixels. It is calculated as 

[𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =
∑ ∑ {𝑖𝑋𝑗}𝑋𝑃(𝑖,𝑗)−{𝜇𝑥𝑋𝜇𝑦}𝑁

𝑗=1
𝑁
𝑖=1

𝜎𝑥𝑋𝜎𝑦
 (6)  

where 𝜇𝑥 , 𝜇𝑦 ,𝜎𝑥  𝑎𝑛𝑑 𝜎𝑦  are the means and standard deviation of Px and Py. 

Following equations define sum average and contrast 

𝑆𝑢𝑚𝑎𝑣𝑒𝑟𝑎𝑔𝑒 = ∑ 𝑖𝑃𝑥+𝑦(𝑖) 

2𝑁

𝑖=0

 (7)  

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ 𝑛2

𝑁−1

𝑛=0

{∑ ∑ 𝑃(𝑖, 𝑗)

𝑁

𝑗=0

𝑁

𝑖=0

} , |𝑖 − 𝑗| = 𝑛 (8) 

Feature Fusion and Clustering  

The MKFCM algorithm employed in the proposed framework performs both feature fusion and 
clustering, and is related to multiple kernel learning. The success of kernel methods relies in the 
formation of suitable kernel. However, selection of single kernel from a data set is insufficient in all 
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cases. Diverse features chosen for a data set corresponds to distinct kernels. Combination of such 
distinct kernels yield the way to multiple kernel learning. MKFCM extends FCM algorithm with 
multiple kernel learning setting and embeds feature weight computation into clustering algorithm 
[16]. This algorithm concurrently decides the best degrees of membership and optimal kernel weights 
for a combination of set of kernels. The integration of multiple kernels and adjusting kernel weights 
automatically provides MKFCM more immune to unreliable features or kernels. 

Given a data set X={𝑥1,𝑥2,…,𝑥𝑛} to be partitioned into C fuzzy clusters, a set of weight vectors 

𝑤𝑗 = 𝑤1 + 𝑤2 + ⋯ + 𝑤𝐿 is associated withcluster 𝑣𝑖for feature selection. Application of kernel 

learning to the FCM algorithm aims at turning the original nonlinear data X to F by mapping 𝛹𝐿.  
The objective function of such MKFCM algorithm with a composite kernel is defined as 

𝐽𝑀𝐾𝐹𝐶𝑀 = ∑ ∑ 𝑈𝑖𝑘
𝑚

𝑛

𝑘=1

‖𝛹𝐿(𝑥𝑘) − 𝛹𝐿(𝑣𝑖)‖2

𝑐

𝑖=1

 (9)  

The transformation function in Eq(9) is deduced using composite kernel function KL  as 

𝐾𝐿 = 〈𝛹𝐿(𝑥𝑘), 𝛹𝐿(𝑣𝑖)〉 (10)  

A composite kernel function is defined as 

𝐾𝐿 = 𝑤1
𝑏𝐾1 + 𝑤2

𝑏𝐾2 + ⋯ + 𝑤𝑗
𝑏 (11)  

where 𝑏 > 1 is a coefficient similar to fuzzy coefficient, 𝐾1 , 𝐾2 , … … . 𝐾𝑗denotethe individual kernels, 

and the weights𝑤𝑖 ,𝑤2,…,𝑤𝑗 in Equation (6) satisfy the constraint: 

∑ 𝑤𝑗

𝐿

𝑗=1

= 1 (12)  

As a result, different kernel functions can be defined separately for different features and can be 

combined as composite kernel 𝐾𝐿 to improve the segmentation results. The incorporation of multiple 
kernels and adjusting kernel weights automatically make MKFCM more immune to unreliable 
features or kernels.By minimizing an objective function, the membership function is obtained as 

  𝑈𝑖𝑘 =
1

∑ (
𝐷𝑖𝑘

2

𝐷𝑗𝑘
2 )

1

𝑚−1𝑛
𝑗=1

 
(13)  

The distance function Dik   is

 

𝐷𝑖𝑘
2 = ∑ 𝛼𝑖𝑘𝑗

𝐿

𝑗=1

𝑤𝑗
2 (14)  

where the coefficient𝛼𝑖𝑘𝑗can be obtained as 

𝛼𝑖𝑘𝑗 = 𝐾𝑗(𝑥𝑖 , 𝑥𝑗) − 2 ∑ 𝑈𝑖𝑘𝐾𝑗(𝑥𝑖 , 𝑥𝑗)

𝑁

𝑛=1

 (15)  

Algorithm 

Step 1: Initialization. Set number of clusters c, fuzzification degree m, kernels, stop criterion ∈ , and 
max iteration Imax. 

Initialize the membership matrix  𝑈𝑖𝑘  

Step 2: Computation and updating parameters  
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for t = 1,2,…. Imax. , do 

a) Compute membership using Eq(13) 

b) Calculate coefficients  𝛼𝑖𝑘𝑗using Eq(15)  

c) Update weights  using Eq(12) 
d) Compute the distance by Eq(14) 

e) Update membership  𝑈𝑖𝑘using Eq(13)  
f) Repeat steps  (a-e)  

Step 3:Check for the termination condition: Compute until ||U(t)-U(t-1)|| <∈ . Stop 

Effectiveness Assessment 

To check the effectiveness of segmentation methods, various validation techniques are in practice. 
In this work, the proposed methodis validated using Jaccard coefficient (JC), Dice coefficient (DC), 
sensitivity and specificity measures. Four criteria: the True positive (TP), False positive (FP), True 
negative (TN) and False negative (FN) are used to obtainperformance metrics. TP represents the 
number of samples where both the proposed method decision and the ground truth label confirms 
the presence of tumor; TN represents the number of samples where both the proposed method 
decision and the ground truth label confirms the absence of tumor; FN  and FP  is the number of 
samples where the decisions mismatch. A total error represents the sum of FP and FN.  

Specificity =  
TN

TN + FP
 (16)  

Sensitivity =  
TP

TP + FN
 (17) 

DC =  
2|𝐺 ∩ 𝑆|

(|𝐺| + |𝑆|)
 (18) 

JC =  
|𝐺 ∩ 𝑆|

|𝐺 ∪ 𝑆|
 (19) 

The misclassified pixels are computed as  

% Misclassified pixels =
(G∩S)

G
 X 100 (20)  

where G is the number of pixels in the ground truth for brain tumor pixels and S is the number of 
pixels in the segmented image for brain tumor pixels. 

Results and Discussion 

The proposed method sisteatically obtained the smallest percentage of pixels misclassification 
(Table 1). 

Table 1. Percentage of pixels misclassified by method 

Images 
Percentage of pixels misclassified 

FCM GK UOFC KFCM Proposed method 

1 28 23 21 20 15 

2 52 49 45 50 18 

3 45 43 44 38 13 

4 63 50 49 59 21 

5 58 43 39 52 18 

FCM = Fuzzy c-means; GK = an algorithm proposed by Gustafson and Kessel; UOFC = 
unsupervised optimal fuzzy clustering, KFCM = kernel FCM 
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Figure 2(a) shows three MRI sample images. The sample MR images are corrupted by intensity 
inhomogeneity and noise due to the imaging nature of the device. Figure 2(b) shows the intensity 
standardized image of the sample image in Figure 2(a).It can be seen that the intensities of the original 
image in Figure 2(a) is quite homogeneous in the intensity inhomogeneitycorrected image in Figure 
2(b). That is after intensity inhomogeneity correction, pixels having the same intensity value are more 
likely to contain the same kind of tissue. The improvement of the image quality in terms of intensity 
inhomogeneity can be easily demonstrated by visually comparing the original MRI with intensity 
inhomogeneity andintensity inhomogeneitycorrected images in Figure 2(b).Figure 2(c)represents the 
corresponding segmentation results of the proposed method. 
 

   

   

   
(a) (b) (c) 

Figure 2. (a) Sample image (b) Intensity standardized image (c)Segmentation results 

The intensity inhomogeneity corrected brain tumor MR image is converted into feature vectors 
X ={x1, x2, . . .xn}  that belongs to non-spatial features associated with the spatial location in the 
image. Here, first the brain tumor MR image is divided into blocks with fixed number of size like 
n×n (n may be 3, 5 etc). After that, the intensity and texture features are extracted block by block in 
each image.  

In this work, various intensity features like mean, median and the GLCM texture features such as 
correlation, energy, sum-average, and contrast are extracted. Usually, the individual feature which has 
been extracted is not sufficient to identify the tumors with its correct shape, size and location. For 
accurate diagnoses, we integrate information from various features. By applying the features to the 
MKFCM clustering algorithm, all the features are fused and clustered without using a separate feature 
fusion algorithm. This reduces the complexity of the segmentation process. Initial parameters of the 

proposed algorithm is set as fuzzification degree m = 1.12, stop threshold ∈ = 0.0001, parameter 
α=1, number of clusters C=2 for an average of 50 runs.Figure 2(c) shows examples of clustering 
results for MR images of three tumor patients in Figure 2(a).   

In Figure 3 the proposed method is compared with some other clustering algorithms such as 
FCM, GK, UOFC and KFCM, which are used to validate crisp and well-separated clusters. Figure3(a) 
shows MRI patient data, Figure3(b)-(f) show the segmentation results obtained using FCM, GK, 
UOFC, KFCM and proposed algorithm, respectively. It can be observed that some classification 
error exists in FCM, as it is very sensitive to noise. GK and UOFC provide better segmentation 
results than FCM, but increase the computational complexity, as mentioned earlier. The qualitative 
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results show the improvement in accuracy for KFCM algorithm, but the problem in the selection of 
kernels reduces its performance. The result of the proposed algorithm is presented in Figure 3(f). 
Visually analyzing the results, it is evident that the proposed algorithm is promising when compared 
to other clustering algorithms. Here, one can view that the tumor is segmented well from other 
tissues. The main goal of segmentation is to extract worthy information by grouping similar 
information, the proposed approach successfully performs this task. This is quantitatively displayed 
in Table 1.The lower misclassification percentage provides better segmentation. From Table 1, it is 
to be noted that the proposed algorithm provides lower misclassified pixels compared to other 
clustering algorithms.   
 
 

      

      

     
 

(a) (b) (c) (d) (e) (f) 

Figure 3. Results produced by various clustering algorithms for MRI brain tumor image. a)MRI 
slices b) FCM c) GK d) UOFC e) KFCM and f) Proposed method 

Figure 4 shows the plot of different validation measures. Figure 4(a) shows the sensitivity chart 
for various clustering algorithms. Each clustering algorithm is represented in a separate color. 
Sensitivity shows how good the method is to identify the MR image having tumors. The proposed 
method produces 96% sensitivity results compared to other clustering algorithms. High sensitivity is 
obviously significant where the method is used to identify the tumors in the dataset. The proposed 
method produces a better result compared to the proposed method. All the specificity values for 
different clustering algorithms are displayed as bars in various colors in the Figure4(b). This shows 
that specificity is considerably decreased for the proposed method when compared to other 
algorithms. But, if the dataset increases, the numerical value obtained is low for the MKFCM method. 
At that instant, the proposed method produces the optimum value and diagnoses the tumors perfectly 
in the MR image. 

Jaccard similarity index measures the similarity of clusters and Dice coefficient provides a 
quantitative measurement of the tissues. JC and DC values of the four clustering algorithms in 
delineating brain tumors from MR images are compared in Figure 5(a) and Figure 5(b), respectively. 
It shows that the MKFCM algorithm employed in the proposed framework is substantially more 
accurate than other algorithms. 
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(a)  

b)  

Figure 4. Plot for (a) Sensitivity and (b)Specificity 

While comparing the results of all the clustering algorithms, the proposed algorithm provides a 
better classification of pixels. The standard FCM algorithm cannot provide accurate results as it fails 
to form more general clusters. UOFC algorithm provides more generalized clusters, but increases the 
computational complexity. KFCM algorithm is an efficient clustering algorithm;however, in our case, 
due to the presence of multiple features, it does not provides sufficient results. The proposed method 
efficiently fuses the multiple features and clusters the tumor and normal tissues providing better 
clustering results.  
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a)  

b)  

Figure 5. Plot for (a) Jaccard coefficient and (b) Dice coefficient 

To sum up, a robust segmentation framework has been presented for brain tumor delineation 
from MR images. The intensity inhomogeneity of the input MR image is corrected using Enhanced 
Homomorphic Unsharp Masking algorithm.The conventional FCM clustering algorithm is associated 
with the problem of spherical clusters which degrades its performance in brain tumor segmentation. 
The MKFCM clustering algorithm employed in the proposed framework uses kernel trick for 
clustering. Strength of MKFCM clustering algorithm includes immune to redundant, unreliable 
features and noise. This algorithm also performs feature fusion thus reducing the complexity of using 
separate feature fusion algorithm. The proposed framework is applied to different MR images in the 
dataset and compared with four other clustering algorithms. 

Conclusion 

. Results have demonstrated that the proposed approach for brain tumor segmentation 
successfully overcomes the difficulties of intensity inhomogeneity, partial volume effects, and 
efficiently perform segmentation for brain tumors of diverse shape and size, hence provides more 

75

80

85

90

95

100

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

JC
 (

%
)

Image ID

FCM GK UOFC KFCM Proposed algorithm

0.78

0.8

0.82

0.84

0.86

0.88

0.9

0.92

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

JC
 (

%
)

Image ID

FCM GK UOFC KFCM Proposed algorithm



A Novel Framework for Accurate Segmentation of Brain Tumor Using Multiple Kernel Fuzzy Clustering 
Algorithm 

 

[ 

Appl Med Inform 42(2) June/2020 105 
 

accurate segmentation than other algorithms. Future work is focused on extending the proposed 
approach to multiclass segmentation. 

List of abbreviations  

MRI- Magnetic Resonance Imaging 
PVE - Partial Volume Effect  
FCM -Fuzzy C means  
KFCM- Kernel Fuzzy C means 
GK - Gustafson and Kessel  
UOFC-Unsupervised Optimal Fuzzy Clustering  
MKFCM-Multiple Kernel Fuzzy C means 
EHUM-Enhanced Homomorphic Unsharp Masking 
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