Control Mouse Cursor by Head Movement: Development and Implementation
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Abstract
As there is an excellent advancement in the technology in recent years, there has been much improvement in various fields of computing such as Human Computer Interface (HCI), Computer Vision and Perceptual User Interface (PUI). The input to the computers has sensed information about the physical properties of the user, places, or things. For example, a computer mouse operates by motion imparted by the user’s hand. Many active researchers have been working on finding an alternative solution to control computer mouse like by using a finger, eye, hand/palm, marked gloves, etc. These all techniques may not be suitable to physically disabled people. The system of control the mouse cursor by the movement of the head of a person who is positioned in front of the monitor of a microcomputer is presented in this paper. At the top of a monitor is a color video camera with the standard National Television System Committee (NTSC) output that captures user images. These images are processed using digital image processing techniques, and the final objective is to proportionally relate the user’s head movements (identified by a blue circle painted on a tassel) with the mouse cursor. The captured of the colored images are 320 pixels by 240 wide by high. Preliminary results have shown efficiency in controlling the position of the cursor on the computer screen.

Keywords: Quadriplegic; Segmentation; Binarization; Digital Image Processing (PDI) techniques

Introduction
An estimated two million people living with spinal cord injuries (SCI) and every 49 minutes another suffers new injury [1]. Of this total, 48.7% are the quadriplegic. To facilitate the accomplishment of their daily activities and to provide a more productive and happy life, at home, at school or work, it is urgent to create new utensils, devices, and equipment for these users. Moreover, today the computer a means of leisure, study, work and communication, new tools have been created to improve their accessibility [2] and make it more efficient in the new tasks that arise.

Researchers have tried in the field of robotics and human-computer interaction to control mouse movements using video devices. Almost all researchers use different methods to make the event clickable. Erdem et al. [3] use finger tracking to control mouse movement. The mouse button over the implementation of the screen that has been defined so that a click event when the user’s hands passed through the area. Zhou, Hailing, Lijun Xie, and Xuliang Fang [4] used fingertips to control the mouse pointer and click. This method depends on the intensity of the image and is required to hold the mouse pointer on the desired point for a short period. Lien, Chu-Feng, Used another method of clicking. He used the motion of the thumb (from thumbs-up position to fist) to mark a clicking event thumb and the movement of the hand to make a particular hand sign move to move mouse pointer [5]. In this work, user header movements are set in the mouse input. The webcam is set to take pictures continuously. In the user’s head, there must be a blue colored segment so it would
be visible for the camera when taking a picture. This color of the pixel image is detected, and the pixel position is set in the mouse input. Depending on the size of the image taken by the camera the pixel position in the image will not have a correspondence with screen resolution. Therefore various scaling techniques are used.

HeadMouse® [6], from Origin Instruments Corp., has as principal component a $94\times56\times13$ mm USB device which contains an optical sensor and Infrared LEPs. Some Disposable reflect will be attached to the head of the user; an infrared optical sensor will be detected this marks as a dots. A mouse pointer movement on the computer is coming from the proportionate translation of the head movements. On the top of the computer screen, the device can be installed. Where a “perfect rule thumb is to place the HeadMouse so that the eye level is near, and look directly at the point. From this, a maximum range of motion will provide for the user.

From the Origin Instruments, the following extensions can be performed using Mouse click:

- On a headset, a sip/puff switch is mounted
- Dwell clicking with the software Dragger

By using third-party products (e.g., switches), a mouse clicks can also be performed. The windows software Dragger 95$\$, the sip/puff switch costs 295$ and the main component, the Head Mouse Extreme costs 995$. The disadvantage of the HeadMouse are the need of extra equipment and the prices of this extra-equipments that are expensive.

Smart-Nav®, of NaturalPoint Inc., uses LEDs positioned on the front of the user; the light emitted is acquired by a camera that is on the monitor, and an algorithm calculates the position of the cursor [7]. The disadvantage of this method is:

- Erratic tracking, cursor "jumps" around the screen.
- In some case Software loads and runs and green indicator light blinks, but the cursor does not move.
- In some cases, Unable to proceed past driver signing during hardware install.
- In some case, All or some of the Hot Keys will not work.

With the impossibility of using the upper limbs, quadriplegic people are deprived of the use of personal computers. The primary objective of this project was to create a control system for mouse cursor by moving the head of a user positioned in front of a computer to assist these patients in using computers and help him/her in his/her routine life.

Methodology

A control system for mouse cursor has been designed by moving the head of a user positioned in front of a computer running Windows 95 (or higher) operating system. On the monitor, a color video camera (standard NTSC) is placed that captures images of the head of the user and, using digital image processing (DIP) techniques, converts them into information necessary for the mouse cursor to move in the requested direction.

In the developed design, a sports-type tape is placed on the user's head (Headband). In the center of this tape, there is a blue painted circle, which is the reference point that the camcorder should look for when capturing an image. This search for the centroid is performed using PDI techniques. Once the coordinate is located, the mouse cursor is moved to its new position, which is proportional to the centroid displacement of the circle in the captured image. Figure 1 illustrates the implemented system.

Any movement of the head, horizontal or vertical, moves the circle fixed on the tester. As the camcorder is receiving images from the user, this shift will be reflected in the images, causing the centroid of the circle to change coordinates. This change will proportionately affect the position of the mouse cursor on the computer screen. The simple mouse click is emulated when the user sits at least n seconds without moving the head and double-clicking when n + 1 seconds is left.

The developed application was assembled in C++ programming language. A color video camera WAT 202B from Watex Inc. was used. Moreover, a video signal capture board, CPH050 frame grabber from Tview Inc., running on an IBM / PC with Pentium IV processor, 1,700 GHz, and 256 Mbytes of RAM. The captured images were 320 pixels by 240 (wide by height), mounted on the RGB color model.
Figure 1. The system to control the mouse by movement of the head. The blue circle placed on the user is the reference of the images captured by the video camera on the monitor. DIP techniques determine its centroid in the image proportionally moves the mouse cursor on the screen to the desired position.

The algorithm depicted in Figure (2) was implemented.

For the detection of head movements of the user, a webcam was used that will work as a sensor. The head movements of the user are captured at a fixed frame ratio and resolution which is obtained by the hardware of the camera. By changing the HSV value the frame ratio and resolution can be changed if required. These operations are identified on the captured images with the Open CV. The captured video is divided into individual image frames based on the frames per second of the camera, and individual image frames are processed.

Colored images are formed by the combination of n information channels (n=3) [8]. The scanned images always the RGB, where R represents the red channel, G the green channel, and B the blue channel. However, the RGB type is not best suited for segmentation and for this reason, conversion from RGB to HSI is performed, where H represents the hue of the color, S is saturation, and I is intensity (brightness). The pixel matrix value is given in degrees, where 0° means red, 60° yellow, 120° green, and so on. To find regions of the image with pixels of the blue color, we only need to look for hues that have values close to 240°. A new image is then generated, where blue pixels are marked as white and the others as black pixels.

From a binarized image where white pixels are treated as objects and black pixels as background, the technique proposed by Hough [9] and Parker [10], now called the Hough Transform, is recognized as being one of the most effective in locating existing geometric shapes in images [11]. Circular geometric shapes can be identified by Equation (1).
\[ p = k \pm \sqrt{k^2 - c}, \text{ for } k^2 - c \geq 0 \]  \hspace{1cm} (1)

where \( p \) = distance, \( \theta \) = the polar coordinate of the centroid of the circle relative to the position \((0, 0)\) of the image, upper left corner, \( k = x\cos(\theta) + y\sin(\theta) \) and \( c = x^2 + y^2 - r^2 \), \( r \) = the radius of the circle.

The \((x, y)\) coordinate refers to any white pixels in the image. The variable \( r \) represents the radius of the circle to be located which must vary in a predetermined interval, according to the dimensions of the image. The distance \( p \) and the angle \( \theta \) represent the polar coordinate of the centroid of the circle relative to the position \((0, 0)\) of the image, upper left corner. The angle should also vary within a specific range. The result of this transform is a 3D array, where one dimension is represented by \( r \), another by \( \theta \) and the last by \( p \). In this array, the coordinate elements \((r, \theta, p)\) that have higher values are identified as circles of radius \( r \), and the polar coordinate of the centroid \((\theta, p)\). Processing is terminated when converting the coordinate of the polar representation to rectangular [12,13].

The circle localization algorithm by the Hough Transform had the following input parameters: \( 10 \leq r \leq 25 \) pixels and \( 15 \leq \theta \leq 75 \) degrees.

The developed system was tested only in the laboratory on people without any motor problems and respectively with spinal cord injury.

**Results and Discussion**

The reflection of the head movement on the mouse cursor on the screen is depicted in Figure 3.

For the click of the mouse, \( n = 2 \) s was adopted. The processing time of all system steps was less than 67 ms, with a frame capture rate of \( 15 / s \).

![Figure 3](image)

**Figure 3.** The reflection of the head movement on the mouse cursor on the screen. A \( dx \) difference in the centroid is related to \( a dx \) offset at the cursor, and a difference \( dy \) causes a \( j dy \) offset. The constants \( a \) and \( b \) determine the sensitivity of the system. The right and left images are reversed because the camcorder captures mirror images.

The proposed system captures the image through a webcam so, if the web camera cannot capture the image accurately, then the operation cannot perform. In some cases due to the presence of other colors in the background, an error can occur affecting the threshold values and other parameters of the system. Furthermore, the system might run slow due to the high resolution of the camera [14]. The user should always sit nearer to the desktop, because of external hardware mouse and resolution of the camera. If the mouse is damage in any situation, then cost will increase.

The results of the evaluations performed are presented in Table 1 and 2. The tests were conducted on three videos from two volunteers the first one was healthy, the second was spinal cord.

Although the accuracy of the system is outstanding in controlled environments, we find many drawbacks and limitations when user behavior and the environment is unpredictable:

- High error ratio on fast motion animation.
If environmental lights are changing, false segmentation of blue color is resulting in poor fatality classification for click events.

### Table 1. Accuracy of blue circle detection

<table>
<thead>
<tr>
<th></th>
<th># Total frames</th>
<th># Detected frames</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video1</td>
<td>892</td>
<td>801</td>
<td>88.72</td>
</tr>
<tr>
<td>Video2</td>
<td>750</td>
<td>698</td>
<td>91.23</td>
</tr>
<tr>
<td>Video3</td>
<td>960</td>
<td>932</td>
<td>96.22</td>
</tr>
<tr>
<td><strong>Average Accuracy (%)</strong></td>
<td></td>
<td></td>
<td><strong>95</strong></td>
</tr>
</tbody>
</table>

### Table 2. Accuracy for click event detection

<table>
<thead>
<tr>
<th></th>
<th>#Total frames</th>
<th>#Click event frames</th>
<th>#Detected frames</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video1</td>
<td>889</td>
<td>62</td>
<td>51</td>
<td>80.36</td>
</tr>
<tr>
<td>Video2</td>
<td>755</td>
<td>44</td>
<td>40</td>
<td>87.13</td>
</tr>
<tr>
<td>Video3</td>
<td>953</td>
<td>92</td>
<td>81</td>
<td>87.1</td>
</tr>
<tr>
<td><strong>Average Accuracy (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td><strong>84.86</strong></td>
</tr>
</tbody>
</table>

The main advantages of the proposed system are as follow:

- Help people who have damage in their arms to use the computer.
- The Virtual Keyboard is not restricted to the QWERTY touch-typing paradigm; adjustments can be made to the software to fit other touch-typing paradigms as well.
- No drivers are necessary; it can use a Plug and Play device.
- Portability.
- Cost-effectiveness.

Harada et al. [14], and respectively Sporka et al. [16] reported the used of voice control of mouse pointer but their approaches are valid just when the used have voice. Our proposed method addressed to those subjects who did not have any voice control. Functionalities of the presented control mouse cursor system are to detect and track the object, then get the position of the head and convert this head’s movement to cursor coordinates. Detection and tracking the blue circle in headband using the low-resolution camera with the cheap equipment and easy algorithm to get right and almost precisely result in that help the people that have unable to move them upper limb to using the computer as the healthy people is presented in this paper. We introduced a new method in our paper for controlling a mouse cursor by using a blue segmentation placed on the user’s forehead. Two methods of cursor control, velocity-control, and position-control. We also compared along with desktop Mouse. The mean throughputs for the desktop mouse cursor were 4.42 bps, while throughputs for the velocity control modes and position were 1.07 bps and 1.61 bps respectively. Noise in tick disclosure was a determination for the position-control process. However, in order to speed control is less conjectural, performance mode control speed is worse than the position control process. Improved movement for the position-control would be the best way to deal with noise detection mark, to improved accuracy and decreasing the jitter. There is to approach to deal with this problem: For a more effective way to detect signs and determine the direction of the mark, and Get a better smoothing algorithm that reduces the noise after the orientation has been calculated.
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