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Abstract 
The Content Based Image Retrieval (CBIR) is an active research domain in medical applications. 
The feature extraction process is the vital procedure in CBIR. This work proposes a new feature 
extraction procedure named as Complete Local Spatial Central Derivative Binary Pattern 
(CLSCDBP) for ultrasound kidney images retrieval. In a local 3X3 square region of an image, the 
new pattern considers the relationships among the surrounding neighbors about their neighbors at 
different spatial distances whereas the standard Local Binary Pattern reflects the relationships 
between the center pixel and the surrounding neighbors. Though the surrounding neighbor pixels 
relationship has been considered in the Local Mesh Peak Valley Edge Patterns (LMePVEP), the 
proposed feature is different by deriving the local pattern based on the encoding of central 
derivative of the surrounding neighbors of the center pixel. The neighbors of each surrounding 
pixel in different spatial distances are considered during central derivative computation. The 
proposed local pattern becomes complete by accompanying the global mean statistics into it.  The 
performance of this new feature is examined in ultrasound kidney images retrieval system. The 
experimental results confirm that CLSCDBP achieves considerable step up in the retrieval of 
ultrasound kidney images than LMePVEP in terms of Retrieval Efficiency. 

Keywords: Content Based Image Retrieval (CBIR); Texture; Local Patterns; Local Binary Pattern 
(LBP); Local Mesh Peak Valley Edge Patterns (LMePVEP); Ultrasound kidney images; Retrieval 
efficiency 

Introduction 

Every day, numerous amounts of medical images are generated in hospitals and medical centers. 
The medical images which are collected in various formats such as MRI, CT, PET, ultrasound and 
X-ray are stored in medical image databases for future reference. The applications of these images 
are enormous. The medical images can be used for patient diagnosis, citation and surgery process. 
These medical images should be properly indexed to make use of them into above said applications. 
The proper indexing method allows the user to access, search and retrieve the required images from 
medical image databases. The indexing can be facilitated by the technique called Content Based 
Image Retrieval (CBIR). CBIR groups the similar images from the database based on their visual 
content [1, 2]. CBIR in medical application is called as Content Based Medical Image Retrieval 
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(CBMIR). 
CBIR method yields the results by means of the processes called as feature extraction, similarity 

matching and retrieval. Feature extraction process is the key process in CBIR since it extracts the 
visual contents from the image. The performance of the CBIR system is depended upon the feature 
extraction process which is used in the system. The extracted features are arranged in the feature 
vector by the feature extraction process. The feature vector is the visual content representation of 
the image. The visual content of the image is normally represented by means of low level features 
such as color, texture and shape. The features may be extracted in global or local manner. Once the 
feature vectors of the images are formed, they are compared by similarity matching procedure. Any 
one of the distance measures like Euclidean distance, Chi-square distance, Canberra distance and 
many more can be used for the similarity matching process. The image retrieval process collects the 
similar content images together based on the feature vectors distance. 

There are umpteen numbers of works in medical applications which imbibes in it the CBIR 
technique [3]. Every work is differentiated in the manner of methodology of feature extraction 
procedure, distance measure which is used in the similarity matching scheme or the medical image 
databases which are taken for analysis. The feature extraction procedure may use the single visual 
feature or collection of visual features to represent the content of an image. Among the visual 
features of an image, the texture feature plays a significant role in medical image analysis [4], since; 
it represents the image content and delivers the semantic information.  

There are many number of CBIR system in medical applications which was developed based on 
the various texture representation methods. Some studies are discussed as follows. Landeweerd et 
al. [5] distinguished different kinds of white blood cells using first order and second order statistics. 
Chen et al. [6] derived fractal texture features for the classification of ultrasound liver images. 
Stavroula et al. [7] used first order statistics, spatial gray level dependence matrix, gray level 
difference method, laws texture energy measures and fractal dimension measurements to classify 
liver tissue from non-enhanced CT images. Manikandan et al. [8] have drawn second order 
statistical texture features from GLCM for the retrieval of ultrasound kidney images. Baopu Li et al. 
[9] have applied curvelet transformation and extracted Local Binary Pattern to identify ulcer regions 
in capsule endoscopy images. Sang Cheol Park et al. [10] have extracted 14 morphological features, 
intensity distribution feature and fractal dimension measure for the classification of suspicious 
breast masses from the breast images. El-Sayed Ahmed El-Dahshan et al. [11] have employed 
Discrete Wavelet Transformation (DWT) to classify the Magnetic Resonance Images (MRI). 
Quellec et al. [12] have applied Optimized wavelet transform for Medical images retrieval. Sohail et 
al. [13] have developed retrieval and classification system for ultrasound medical images of ovarian 
system using histogram moments and GLCM based texture features.  Júlia E.E. de Oliveira et al. 
[14] have used two dimensional Principal Component Analysis technique to retrieve 
mammographies from large medical image database. 

Kehong Yuan et al. [15] have exploited Non-negative tensor factorization technique to build the 
brain CT image database. Zare et al. [16] have used GLCM, Canny Edge Operator, Local Binary 
Pattern and pixel level information to classify the medical X-ray images. Yu-Ying Liu et al. [17] have 
analyzed optical coherence tomography (OCT) images with global and local descriptors. Rodrigo 
Pereira Ramos et al. [18] designed the CAD system for digitized mammograms through GLCM, 
wavelet and ridgelet transforms. Muthu Rama Krishnan et al. [19] have detected benign/malignant 
oral lesions from histopathological images using Higher Order Spectra (HOS), Local Binary Pattern 
(LBP), and Laws Texture Energy (LTE) features. Callins Christiyana et al. [20] have derived 
statistical texture features from grey level difference histogram for ultrasound kidney images 
retrieval. Kumar et al. [21] have identified both benign and malignant liver tumors on CT images 
via GLCM, wavelet and contourlet coefficient statistics. Shichong Zhou et al. [22] have extracted 
Shearlet-based texture features for the classification of breast tumor in ultrasound images. Callins 
Christiyana et al. [23] have derived second order statistical texture features from CSLBPGLCM for 
the retrieval of ultrasound kidney images. Bi Bi et al. [24] have presented H-LBP feature for Edge 
extraction in blurry Digital Radiography (DR) images. 

The best texture representation method among the various methods is selected based on its 
efficiency. The efficient method should be computationally simple and have good discrimination 
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power. The Local Binary Pattern (LBP) [25] is the method which satisfies the above said qualities. 
In a small square region, the LBP feature finds the binary pattern based on the grey level intensity 
relation between the center pixel and its surrounding neighbors. Though the simple LBP is superior 
which itself has some crisis [26]. To address this concern, many LBP variants were proposed. The 
LBP variants such as Local Ternary Patterns (LTP) [27], Local Quinary Pattern (LQP) [28] and 
Local Derivative Pattern (LDP) [29] were used in many applications. 

The extensions and variants of LBP are applied in the numerous medical domain applications. 
Some of them are imparted as follows. Shao-Hu-Peng et al. [30] have presented ELBPriu4 and 
gradient orientation difference feature for the detection of pathological change in the chest CT 
images. Subrahmanyam Murala et al. [31] have devised Directional Binary Wavelet Pattern (DBWP) 
for the retrieval of MRI and CT images. In DBWP, the grey scale image is divided into 8 binary bit 
planes in which the Binary Wavelet Transform (BWT) is applied. The LBP features are extracted 
from the resultant Binary Wavelet Transform (BWT) sub-bands. Ashish oberoi et al. [32] have used 
Local Tetra Patten (LTrP) for the retrieval of retinal images. The LTrP finds the relationship 
between the center pixel and the surrounding neighbors using first order and second derivatives 
calculated in vertical and horizontal directions. Subrahmanyam Murala et al. [33] have formulated 
Local Ternary Co-occurrence Pattern (LTCoP) for the retrieval of MRI and CT images. The 
LTCoP encodes the co-occurrence of local ternary edges in the adjacent neighborhood of the small 
square region considered. Ryusuke Nosaka et al. [34] have offered novel method for classifying six 
categories of patterns of fluorescence staining of a HEp-2 cell. This method is constructed as a 
combination of the rotation invariant co-occurrences among the adjacent local binary pattern (RIC-
LBP) image feature and a linear support vector machine (SVM). Recently, Subrahmanyam Murala et 
al. [35] have presented Local Mesh Peak Valley Edge Patterns (LMePVEP) for MRI and CT images 
indexing and retrieval purpose. This work is entirely different from the previously described works 
in the manner of computing the local patterns. The LMePVEP extracts the relationships among the 
neighbors of the center pixel in a given square region rather than computing the relationships 
between the center pixel and the surrounding neighbors. The LMePVEP encodes the co-
occurrence of forward and backward derivatives among the surrounding neighbors in the different 
spatial distance for a given center pixel. The performance of the LMePVEP is proved superior 
when it is compared with earlier local patterns. The literature study gives that the LMePVEP is 
different from all the other LBP variants since it is the only pattern which considers the relationship 
among the surrounding pixels of the center pixel in a local region.  

The LMePVEP also has its own drawbacks. There are two issues. The first issue is the 
computational efficiency of the LMePVEP. The LMePVEP pattern increases the computational 
barrier in spite of involving every surrounding pixel of a local region twice in the forward and 
backward derivative computation at a particular spatial distance.  The second issue is the absence of 
global statistics in the local pattern. None of the local pattern in the literature study incorporates the 
global information in it. Due to this reason, the two different textures are sometimes recognized as 
similar [36]. The new feature is proposed in the aim of addressing the two issues. This work 
proposes the feature which also considers the relationships among the pixels of a local region in 
compliance with the LMePVEP.  In the proposed work, the polarity of central derivative of every 
surrounding neighbors of the center pixel at different spatial distance is encoded into binary pattern 
to reduce the computational barrier of LMePVEP. The cost of the computation is reduced into half 
by this way. In addition to that, the computed local pattern is classified into two in order to 
accompany the global information. The resulting new local texture pattern is named as Complete 
Local Spatial Central Derivative Binary Pattern (CLSCDBP). This is the complete pattern because 
in every local region the global information is also accommodated. The aim of this manuscript was 
to apply the CLSCDBP pattern as the feature extraction technique in ultrasound kidney image 
retrieval system and to prove its proficiency over LMePVEP Pattern.   
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The Proposed Complete Local Spatial Central Derivative Binary Pattern (CLSCDBP) 
Formation 

This section illustrates the computation of the CLSCDBP feature in a 3×3 local region as well as 
the image retrieval process using the CLSCDBP feature vector. 

Computation of the Proposed Pattern 

The CLSCDBP pattern extracts the relationships among the surrounding pixels in the 
neighborhood of the given center pixel. The sample 3X3 square region with the labeling of the 
center pixel and its surrounding neighbors are given in the Figure 1. 
 

A B C 

H CP D 

G F E 

Figure 1. A Sample 3×3 square region 

In Figure 1, the CP is the center pixel of the region. The pixels A, B, C, D, E, F, G and H are 
the surrounding neighbors of the pixel CP in the neighborhood. The relationships among these 
pixels are considered in the new pattern calculation. The proposed work employs the central 
derivative concept when it finds the relationship among the surrounding pixels of the given center 
pixel. For every pixel in the surrounding neighborhood, there are two possible neighbors in three 
different distances such as d=1, 2 and 3. The surrounding pixel A in the Figure 1, has two 
neighbors (H, B), (G, C) and (F, D) at distances 1, 2 and 3 respectively. The comparison of 
forward, backward and central derivatives are presented in [37]. From the study, it is perceived that 
the central derivative formulas are more accurate and produce the smallest methodological errors 
than forward and backward derivatives. So, it is significantly better to use the central derivative. 

To include the global information into the calculated local pattern, the pattern is categorized 
into two, based on the relationship between the global mean intensity and the local region mean 
intensity. The mean statistics is more robust in all the other statistical parameters since it is least 
affected by the outliers [36].  

Based on the above description, the computation of CLSCDBP is described as follows. For 
every surrounding pixel gc in the neighborhood of 3×3 region, the central first order derivative with 
its predecessor and successor neighbors at distance 1, 2 and 3 is calculated using the Equation 1.  

GFOD(gp,1) = gp,i – gs,i | I = 1, 2, 3 (1) 

where GFOD(gp,1) is the central first order derivative of the pixel ; gc with distance i neighbors. The 

terms gp,i and gs,i are the predecessor and successor neighbors at distance ith respectively. The 

CLSCDBP with distance i for the given 3×3 square region is computed based on the Equation 2. 

3212 1
8
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where T is the binary threshold function which is interpreted using the Equation 3. 
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lifx
)x(T

0

0
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The computed patterns in all the three distances in the local region are classified into two groups 
based on the comparison between global mean intensity with the local region mean intensity. The 
computational illustration of CLSCDBP for the 3×3 region with 3 distance neighbors is given in 
the Figure 2. 
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Figure 2. Computation of Complete Local Spatial Central Derivative Local Binary Pattern 

Image Retrieval Algorithm using CLSCDBP Feature 

The image retrieval algorithm with the proposed CLSCDBP is given in the subsequent steps. 
The algorithm inputs the query image and supplies similar content images from the database as the 
output. The algorithm assumes that the feature vector formation of database images is done in 
offline and considers there are N images in the database. The steps are as follows: 

1. Input a query image. 
2. With respect to every pixel of a query image as a center pixel, two classes of CLSCDBP in 

three distances such as d=1,2 and 3 are formed. 
3. Construct the histograms of all the six possible classes of CLSCDBP for a query image. The 

six histograms are linearly concatenated to form a feature vector (of length 1536) of a query 
image. 

4. Set the threshold value.  
5. For i=1 to N do 

i. Compare the feature vectors of the query image and ith  image in the database 
using the prescribed distance measure. 

ii. If the comparison result is within the threshold limit, then the ith image in the 
database is retrieved as similar to the query image. 
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The Feature vector formation of concatenated CLSCDBP histograms for an ultrasound kidney 

image is given in the Figure 3. 

a)  b)  

Figure 3. Feature Vector Formation of an image using CLSCDBP: a) ultrasound kidney image; b) 
feature vector formation of the image a) using CLSCDBP patterns 

Similarity Matching 

Similarity matching process is the crucial part in the image retrieval system since it decides the 
output of the system. The two factors affect the results of an image retrieval system normally. They 
are: feature extraction algorithm and similarity measure. This work employs the CLSCDBP feature 
for image content representation. The feature vector of an image F= (f1 to fn | n=1536) is framed 
by concatenating six possible histograms of each length 256. The similarity measure which is 
applied to an image retrieval system depends on either the nature of the feature vector or the test 
bed images. The chi square distance metric [38] is more suitable for similarity matching process of 
histogram oriented feature vectors. The chi-square distance measure is given in Equation 4. 

 

 




n

i ii

ii

yx

yx
)y,x(D

1
22

2
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where D(x,y) in the Equation 4 is the chi-square distance between the feature vectors of the query 
image(x) and the database image(y). 

Experimental Results and Discussions 

This work designs the CLSCDBP based image retrieval system for ultrasound kidney images. 
The performance of the CLSCDBP is compared with the LMePVEP, since, the LMePVEP feature 
is proved as the best among the local patterns. The database of different categories of ultrasound 
kidney images like Normal, Cortical Cysts (CC) and Medical Renal Diseases (MRD) are considered 
in the performance evaluation of CLSCDBP based image retrieval system. The ultrasound kidney 
images which are used in this analysis are acquired by using scanning systems ATL HDI 5000 
curvilinear probe with transducer frequency 5-240 MHz and Wipro GE LOGIQ 400 curvilinear 
probe with transducer frequency 3-5 MHz.  Transducer frequency at 4 MHz is fixed for taking the 
longitudinal cross section of the kidney. The image retrieval is done by inputting a query image to 
the system and collects the similar images from the database. Every image in the database is acted 
as a query image. 

The efficiency of the image retrieval system is evaluated by two familiar measures such as 
Precision and Recall [39].  The precision and recall values of the query image q is denoted as P(q) 
and R(q) respectively. They are computed using the Equations 5 and 6. 
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retrievedimagesofnumberTotal

retrievedimagesrelevantofNumber
)q(P   (5) 

databaseinretrievedimagesofnumberTotal

retrievedimagesrelevantofNumber
)q(R   (6) 

 
The precision and recall values of an individual query image at various thresholds are measured 

in the range of 0 to 1. The average value of them at every threshold is recorded. This work 
considers the number of top images retrieved as the threshold value.  The performance analysis of 
the image retrieval systems with top 100 images retrieved in the interval of 10 is analyzed.  Precision 
at smaller thresholds is very important in medical applications since every physician wants to access 
the top relevant results. Recall at smaller thresholds gives petty information for the queries with 
many relevant images in the database. The precision analysis of the three categories of ultrasound 
kidney images with top 100 images retrieved in the interval of 10 are shown from the Figure 4 to 
Figure 6. The recall values of top 100 images retrieved for the combined databases with two 
features are presented in the Figure 7. The top 5 images which are retrieved by these two systems 
with a sample query image are given in the Figure 8. 
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Figure 4. Precision value comparison of normal ultrasound kidney images 
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Figure 5. Precision value comparison of CC ultrasound kidney images 
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Figure 6. Precision value Comparison of MRD ultrasound kidney images 
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Figure 7. Recall value Comparison of combined ultrasound kidney images 

The reported analysis that is shown from Figure 4 to Figure 8 confirms that the discriminative 
power of the proposed CLSCDBP is noteworthy. Besides the analysis with precision and recall, the 
single value measure is more appropriate to compare the performance of the retrieval systems. The 
substantiation of the performance can be easily drawn from the single value measure rather than 
the graph. The important single value measure is the Mean Average Precision (MAP) [40].  The 
MAP combines the impact of precision and recall measures into the single value. The MAP is 
highly depended on the rank of the relevant images. The MAP value is computed using the 
Equation 7. It is rated in the scale of 0 to 1. The perfect retrieval yields the value 1. The value 0 
worsens the performance. 





NQ

q

)q(AP
NQ

MAP
1

1
 (7) 

where AP(q) is the average precision for a query image q; NQ is the number of query images. 
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Figure 8. Top 5 Retrieval Results of ultrasound kidney image retrieval system with CLSCDBP and 
LMePVEP features 

The term AP(q) is computed by taking the mean of the precision with every relevant images of 
q and it is given in the Equation 8.  





NR

q

iqRP
NR

)q(AP
1

1
 (8) 

where Ri is the recall after the ith relevant images retrieved.  
The MAP value of the three categories of the ultrasound kidney images with two image retrieval 

methods are given in Table 1. 

Table 1.  The MAP comparison of CLSCDBP and LMePVEP features based ultrasound 
kidney images retrieval system 

Feature Extraction Method 
MAP 

Normal CC MRD 

CLSCDBP 0.5105 0.3895 0.5286 

LMePVEP 0.4879 0.3585 0.4853 

MAP = Mean Average Precision; CC = Cortical Cysts; MRD = Medical Renal Diseases 

 
Though the MAP is the best single value measure, it does not consider the size of the entire 
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database. Because of it, the MAP cannot predict the performance of the system with the scaled up 
version of the database. This problem can be rectified by another single value measure, Normalized 
Average Rank (NAR) [41] as it accounts the size of the database. The NAR is also rated between 0 
and 1. The value 0 means the perfect retrieval and the value 1 degrades the performance. The NAR 
of the query q is defined in the Equation 9. 








 



 

 2

11

1

)NR(NR
R

NRN
)q(NAR

NR

I

i  (9) 

where N is the size of the database, NR is the number of relevant images and Ri is the Rank of the 
ith relevant image of the query. The average NAR value (ANAR) of the CLSCDBP and LMePVEP 
system with the three categories of ultrasound kidney images are given in Table 2. 

Table 2. The ANAR comparison of CLSCDBP and LMePVEP features based ultrasound kidney 
images retrieval system 

Feature Extraction Method 
ANAR 

Normal CC MRD 

CLSCDBP 0.2807 0.3632 0.2639 

LMePVEP 0.2893 0.3786 0.2796 

ANAR = Average Normalized Average Rank 
CC = Cortical Cysts; MRD = Medical Renal Diseases 

 
The overall comparison of the experimental work is provided in the Table 3. The average 

precision values in top 10 images, the average recall values in top 100 images, the MAP value , the 
ANAR value and the feature vector length is considered for overall comparison.  

Table 3.  The overall comparison of CLSCDBP and LMePVEP features based ultrasound kidney 
images retrieval system 

Feature 
Extraction 

Method 

Average 
precision of 

retrieval of top 
10 images (%) 

Average recall 
of retrieval of 

top 100 images 
(%) 

[MAP, ANAR] 
Feature Vector Length (n), 
Computational Overhead 

CLSCDBP 74 34.41 [0.4797, 0.3003] 1536 (6*256), O(n) 

LMePVEP 71 34.06 [0.4481, 0.3132] 1024 (4*256), O(2n) 

MAP = Mean Average Precision ; ANAR = Average Normalized Average Rank; O =Big Oh Notation 

 
From the Table 3, it is inferred that the CLSCDBP feature based ultrasound kidney image 

retrieval system outruns the performance of the LMePVEP based ultrasound kidney image retrieval 
system. This supremacy is due to the improvement in the calculation of local pattern by means of 
central derivative encoding in every surrounding pixel of the local region and the inclusion of 
macro information with global mean. 

Conclusions 

The image retrieval algorithm with the new Complete Local Spatial Central Derivative Binary 
Pattern (CLSCDBP) is proposed in this paper. The pattern encodes the central derivatives of the 
surrounding neighbors of the center pixel in the every 3×3 local region at 3 possible spatial 
distances. The local pattern becomes complete by including the global statistics information into it. 
The effectiveness of the feature is tested on ultrasound kidney image retrieval system. The 
comparison is made with the LMePVEP feature as it finds the relationships among the surrounding 
pixels. The results proved that the ultrasound kidney image retrieval system with the CLSCDBP 
feature has noteworthy improvement than LMePVEP feature. The feature extraction with higher 
retrieval efficiency is needed in search of information from past history. The information can be 
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used for citation, diagnosis and surgery applications. This work suggested that CLSCDBP feature 
can be used as the feature extraction procedure in various medical domain applications and pattern 
recognition applications. 
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