Conversion of a Surface Model of a Structure of Interest into a Volume Model for Medical Image Retrieval
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Abstract

Volumetric medical image datasets contain vital information for noninvasive diagnosis, treatment planning and prognosis. However, direct and unlimited query of such datasets is hindered due to the unstructured nature of the imaging data. This study is a step towards the unlimited query of medical image datasets by focusing on specific Structures of Interest (SOI). A requirement in achieving this objective is having both the surface and volume models of the SOI. However, typically, only the surface model is available. Therefore, this study focuses on creating a fast method to convert a surface model to a volume model. Three methods (1D, 2D and 3D) are proposed and evaluated using simulated and real data of Deep Perisylvian Area (DPSA) within the human brain. The 1D method takes 80 msec for DPSA model; about 4 times faster than 2D method and 7.4 fold faster than 3D method, with over 97% accuracy. The proposed 1D method is feasible for surface to volume conversion in computer aided diagnosis, treatment planning and prognosis systems containing large amounts of unstructured medical images.
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Introduction

There has been and continues to be an enormous amount of medical image data acquisitions from minimally invasive examinations. Image modalities include brain Magnetic Resonance Imaging (MRI), Computed Tomography (CT), Positron Emission Tomography (PET), Single-Photon Emission Computed Tomography (SPECT), function MRI (fMRI), Diffusion Tensor Imaging (DTI) [1-3]. In fact, five billion medical images have been acquired up to 2010 worldwide [4]. According to the Organisation for Economic Co-operation and Development (OECD), there were 97.7 MRI exams and 265 CT exams performed per 1,000 population in the United States in 2010 [5]. This tremendous number of exams results in tens of terabytes of medical image data storage in an average size radiology department per year and hence petabytes of data storage across all radiology departments [6].

Medical imaging data are typically stored in archival systems such as Picture Archiving and Communication System (PACS). PACS systems are excellent at storing the images. Furthermore, PACS systems retrieve the unstructured medical images using structured data such as the imaging acquisition information [7-9]. However, they lack the ability to retrieve the unstructured medical images using the contents of the unstructured image data directly such as the volume of a brain [10, 11].
Quantitative analysis of the unstructured image data stored in PACS systems is extremely important in noninvasive diagnosis, treatment planning and prognosis [12]. For instance, volumetric and texture analysis of brain MRI can be used to lateralize and localize epileptogenic hippocampi in temporal lobe epilepsy [12, 13]. This task is not only challenging for PACS systems, but it is also challenging for human experts who tend to be more qualitative than quantitative. Moreover, the vast volume of data makes such a task beyond human capabilities in many cases [14]. Therefore, there is a need for a system to automatically query and retrieve images using unstructured image data.

In the current literature, there are two major types of methods used to query unstructured image data. The first method is text-based, which was originally developed in the 1970s [15]. This method uses the images’ structured data (i.e., image annotations) for querying and retrieving images. Systems that rely on text-based searches include iBase, Index+, Digital Catalogue, Fastfoto Piedar, FotoWare and Signpost [16]. Furthermore, annotations may not be specific enough to the location in the image being referenced [16].

In the medical domain, text-based methods are executed on image annotations as dictated by a radiologist. This method has several shortcomings. Annotations may be biased due to the radiologist’s mindset at the time of annotating [11]. In addition, annotations are narrow scoped and do not lend themselves to future querying with different criteria to obtain additional insights on the image which is due to the abundance and complexity of image data [13, 6]. Furthermore, annotations may not be specific enough to the location in the image being referenced [16]. Finally, it is difficult to obtain the semantics of the images from the basic annotations [17].

The second method used for querying image data is Content Based Image Retrieval (CBIR), which was originally developed the 1980s. CBIR overcomes the shortcomings of a text-based system because it operates on the unstructured image data directly. Some systems that rely on CBIR include QBIC, Virage and Blobworld [18, 19]. CBIR consists of three levels [15]. First level operates on low-level features such as color, texture, and shape. The values from these features are used to perform image retrieval (e.g. [20]). The second level operates on the semantics of the image such as recognizing the overall scene and the objects within it. The third level also leverages the semantics of the images but at a much higher level in order to answer queries such as determining the mood of the picture [7, 14, 15].

In this paper, we are interested in the first level of CBIR methods that operate on low-level shape features. Shape features are placed in two categories, global features, and local features. Global features describe overall features of the image such as aspect ratio. Local features describe the shape of a specific Structure of Interest (SOI) within the image, which is the focus of this paper [21].

An SOI is used to query local low-level features instead of the entire image [22]. In a medical application, a SOI can be a physiological or anatomical structure segmented in a medical image modality (e.g. T1-weighted MRI). The result of the segmentation can be a set of 2D binary image slices that will be referred to as the volume model. Furthermore, the volume model can be transformed into the outer 3D surface model of the SOI that we refer to as the surface model.

In order to extract the most information (e.g. features) from a given SOI, both the volume model and the surface model must be available. This is because some features are extracted easier using one model representation than the other. Unfortunately, both models are not always present.

The volume model representation of the medical SOI is needed since some features are retrieved easier with it. For example, the volume model can be used to query human brain changes, which happens due to a variety of reasons such as age and disease [22]. Specifically, as a person ages, the volumes of grey and white matter, the size of some brain structures and the size of the brain are reduced. In order to measure the reduction, a brain volume model must be used [23]. The volume model makes it possible to apply methods such as cross-sectional analysis of deformations, cross-sectional analysis of tissue concentrations, longitudinal analysis of boundary shift, pattern classification methods, and cortical pattern matching, to identify brain changes [24]. Furthermore, in order to visualize the volume model, direct volume rendering techniques can be used [25] and ray-leaping techniques can be used [26]. Therefore, the volume model is needed for a subset of queries against the medical SOI.
A more concrete example to solidify the link between theory and practice for using the volume model is given here. Suppose in a clinical data repository, we have conventional MRI and DTI images of hundreds of patients with temporal lobe epilepsy where the hippocampi are already segmented on pre-op conventional MRI and their surface models are available. Given this data repository we would like to know whether the average Fractional Anisotropy (FA) within the white matter adjacent to hippocampus has any indication regarding epileptogenicity. This can potentially help in diagnosis and prognosis as to whether the hippocampal resection will be an effective treatment plan [27-29]. Using morphological image processing would provide an efficient method to generate the adjacent models. This method can only be applied to the volume model and not the surface model. Moreover, using surface model based methods cannot provide as efficient approach as given by morphology. In this scenario, having the volume model is necessary and therefore having the capability of converting the surface models to the volume models would be essential. Note that one may derive many different variations of the example given above (e.g. by looking into different brain structures such as the Deep Perisylvian Area or different diffusion maps) that show the link between theory and practice for the proposed work.

The surface model representation of the SOI is also needed since some features are more easily retrieved with the help of it. For example, the surface model is used to perform shape and curvature analyses [24, 30], which can then be used to identify hippocampal abnormalities [13, 31-34]. In addition, the surface model enhances the ability to simplify segmentation, label the various structures, and reduce the effect of noise [35]. Furthermore, the surface model can be visualized using surface rendering techniques [25]. Therefore, the surface model is needed for a subset of queries against the medical SOI.

**Motivation**

As noted above, both the surface model and the volume model are needed to fully query medical image data. As a result, conversion methods between the surface and volume models are important. Constructing a surface model from a volume model is most commonly accomplished using Marching Cubes [36-38]. In this paper, we propose and develop the reverse conversion from a surface model to a volume model that is starred in Figure 1. There are some practical advantages for such a conversion. For example, the storage of surface models uses less space than that of volume models, which is especially true in older archived images. In addition, surface models can be under-sampled or over-sampled when converting to a volume model to fulfill the given task.

![Figure 1. Overall system for querying an unstructured medical Structure of Interest. The contribution of this paper is the Surface to Volume Conversion method](image)

**Surface to Volume Methods Background**

Surface model to volume model conversion entails finding all the voxels inside the surface model. In the literature, this problem is reduced to classifying voxels as inside or outside a 2D polygon. However, in the medical field we deal with 3D surface models so this approach is not sufficient. Therefore, the 3D surface model must first be cut into a set of 2D polygons whose voxels are then classified. The general approach to accomplish the classification task is ray casting. Ray casting literature can be grouped into two categories:
a) Methods with preprocessing
   - Jimenez et al. propose a preprocessing method of tri-trees followed by two different classification tests including ray casting and triangle based [39].
   - Zalik et al. propose a preprocessing method of a grid of cells followed by a classification test based on a modified flood-fill method [40].

b) Methods without preprocessing
   - Ye et al. cast a ray through the test point and classify it by using a substitution method [41].
   - Jian et al. cast a ray from the test point and classify the test point based on the sum of a position function between the ray and the edges [42].
   - Siadat et al. use traditional ray casting with coagulation effect within their database management system [13].

As summarized above, ray casting is a well-known approach for classifying a point as inside or outside of a 2D polygon. Since this work is related to the medical field, which has 3D surface models, we extended the 2D ray casting to be done in 3D on the surface model directly, implemented the 2D method, and developed a novel approach for 1D. The development of the 1D method was inspired by our observation of how the 3D method can be constrained into a 2D method.

Method

A surface model is a closed surface made out of triangle patches. A volume model consists of all the voxels inside the surface model. Therefore, to convert a surface model to a volume mode, all the voxels inside the surface model must be found. To do this, a 3D method has been proposed which is an extension of traditional 2D ray casting; also, the traditional 2D ray casting has been mathematically formulated; finally, a novel 1D method has been proposed. Also, please note that to convert the other way, a volume model to a surface model, then a marching cubes can be used as depicted in Figure 2. The rest of the method section will explain the surface model to volume model 3D, 2D and 1D conversion methods, respectively.

**Figure 2.** Steps of converting a volume model to a surface model

### 3D Method

At a high level, this method commences by casting 3D rays from every test voxel within the 3D space and classifying the voxel inside or outside the surface model based on the number of intersections the rays have with the surface model’s triangle patches. The high level steps are as below followed by a detailed explanation of each step.

1. Calculate a plane for each triangle patch.
2. Determine the bounding box of the surface model.
3. For each voxel in the bounding box, cast a set of rays.
4. Intersect each ray with all the triangle patches’ planes.
5. Count the number of intersections that each ray encountered.
6. Using a formula, classify the voxel as inside or outside the surface model.
7. Create a volume model using all the voxels classified as inside the surface model.

Step 1, for each triangle patch $T_i \in \{1, ..., b\}$, a plane $P_f$ is calculated using the plane equation (Eq. 1). Without loss of generality, $d'$ is set to -1, which simplifies Eq. 1 into Eq. 2 by substitution. Parameters $a$, $b$, and $c$ comprise a 3D normal vector $n$ of $P_f$ for each $T_i$. Since $T_i’s$ three vertices are
on its corresponding $P_I$, Eq. 2 is transformed into a linear system of equations as in Eq. 3 where matrix $M$ contains the vertices’ coordinates and the vector 1 = [1 1 1] represents the location of $P_I$.

$$P_I: ax + by + cz + d = 0$$ \hspace{1cm} (1)

$$P_I: ax + by + cz = 1$$ \hspace{1cm} (2)

$$P_I: M^{-1} 1 = n$$ \hspace{1cm} (3)

Step 2 is to create a 3D bounding box around the surface model to reduce the number of voxels that need to be classified. The 3D bounding box is calculated by finding the minimum and maximum values of $x$, $y$, and $z$ of the surface model and enlarging it by a few voxels so that it is not touching the surface model.

Step 3 casts a set of rays, each denoted by $R$, from every test voxel to be classified as inside within the 3D bounding box, denoted by $P_{b}(x_{b}, y_{b}, z_{b})$, to a neighboring structure’s voxels, denoted by $P_{bni}(x_{bni}, y_{bni}, z_{bni})$, using Eq. 4. An example of a neighboring structure is the set of 26 points that neighbor $P_{b}(x_{b}, y_{b}, z_{b})$ formed by various combinations of $x_b$, $y_b$, and $z_b$ incremented by 1 and decremented by -1 as listed in Table 1. Using Table 1, a unique set of values to increment/decrement from each column is selected (e.g. see bolded line segments in Table 1) because intersections are counted on one side of the voxel only. Note that more than one ray is used because there are extreme cases in which casting only one ray may result in an inaccurate classification.

$$R: (x-x_{b})/ (x_{bni}-x_{b}) = (y-y_{b})/ (y_{bni}-y_{b}) = (z-z_{b})/ (z_{bni}-z_{b})$$ \hspace{1cm} (4)

### Table 1.

<table>
<thead>
<tr>
<th>$x_{b}$, $y_{b}$, $z_{b}$</th>
<th>$x_{bni}$, $y_{bni}$, $z_{bni}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, -1, 1</td>
<td>0, 1, -1</td>
</tr>
<tr>
<td>-1, 1, 1</td>
<td>0, -1, -1</td>
</tr>
<tr>
<td>-1, -1, 1</td>
<td>-1, 0, 1</td>
</tr>
<tr>
<td>-1, 1, 1</td>
<td>-1, 1, 0</td>
</tr>
<tr>
<td>0, 1, 1</td>
<td>1, 0, 0</td>
</tr>
<tr>
<td>1, 0, 1</td>
<td>1, 1, 0</td>
</tr>
<tr>
<td>1, 1, 1</td>
<td>1, 1, 0</td>
</tr>
</tbody>
</table>

Step 4 finds all the intersection points $P_k(x_k, y_k, z_k)$ of $R$ and all the planes $P_I$ using equation set 1. This equation set is derived by plugging the line equation (Eq. 4) into the plane equation (Eq. 3) from the perspective of $x$.

Equation Set 1:

$$x_k = \frac{d - b y_b - y_{bni} y_b - y_{b} y_{bni}}{a + b_{b} y_{bni} + b y_b} x_b + c \left( \frac{y_{bni} - y_{b}}{x_{bni} - x_{b}} \right) x_b$$

$$y_k = \frac{y_{bni} - y_{b}}{x_{bni} - x_{b}} x_b + \left( y_{b} - \frac{y_{bni} - y_{b}}{x_{bni} - x_{b}} \right) x_b$$

$$z_k = \frac{z_{bni} - z_{b}}{x_{bni} - x_{b}} x_b + \left( z_{b} - \frac{z_{bni} - z_{b}}{x_{bni} - x_{b}} \right) x_b$$

It is important to note that if the end points ($P_b$ and $P_{bni}$) of the ray casted have the same values for $x$ then the intersections will not be defined using equation set 1 due to dividing by zero error. Therefore, equation set 2 is needed which is derived in the same manner as equation set 1 but from the perspective of $y$.

Equation Set 2:

$$x_k = \frac{x_{b} - x_{bni}}{y_{b} - y_{bni}} (y_{bni} - y_{b}) + x_{bni}$$

$$y_k = \frac{d + c z_{b} + a x_{b}}{b + c_{b} x_{bni} + c x_{bni}} y_{bni} + \frac{a y_{bni} - a y_{b}}{b + c_{b} x_{bni} + c x_{bni}} y_{b}$$

$z_k = z_{b}$

A similar problem will occur as noted above if the endpoints of the ray have the same values of $y$ since division by zero is not allowed. Therefore, equation set 3 is needed which is derived in the same manner as equation set 2 but from the perspective of $z$.

Equation Set 3:

$$x_k = x_{b}$$

$$y_k = [(y_{bni} - y_{b})/(z_{b} - z_{b})](x_{b} - x_{bni}) + y_{b}$$

$$z_k = z_{b}$$
To summarize the choice of how to select an equation for calculating the intersection, Table 2 is created. It lists all eight cases that can exist on whether the values of x, y or z of R’s endpoints are equal. For each case, the equation set(s) that are appropriate to use are listed.

Table 2. List of equation sets that may be selected based on coordinates of \( P_b \) and \( P_{bni} \)

<table>
<thead>
<tr>
<th>Case #</th>
<th>( X_1=X_2 )</th>
<th>( Y_1=Y_2 )</th>
<th>( Z_1=Z_2 )</th>
<th>Equation set to use</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>1 or 2 or 3</td>
</tr>
<tr>
<td>2</td>
<td>false</td>
<td>false</td>
<td>true</td>
<td>1 or 2</td>
</tr>
<tr>
<td>3</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>1 or 3</td>
</tr>
<tr>
<td>4</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>true</td>
<td>false</td>
<td>false</td>
<td>2 or 3</td>
</tr>
<tr>
<td>6</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>true</td>
<td>true</td>
<td>false</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>Not possible</td>
</tr>
</tbody>
</table>

There is one exception where all three equations sets fail, which happens when \( P_T \) is parallel to \( R \). In this case, either there is no intersecting point since \( P_T \) and \( R \) are parallel or there are an infinite number of intersections because \( R \) is on \( P_T \). No intersection points can be found in either case.

Given the intersection point \( P_k(x_k,y_k,z_k) \) calculated above, two checks must take place. One is that only one side of the ray going through \( P_b(x_b,y_b,z_b) \) is used to determine intersecting voxels. The second check is to ensure that \( P_k(x_k,y_k,z_k) \) is inside the triangle patch whose plane intersected the ray.

The second check is done as follows. Given triangle patch \( T_i \) with vertices \((A,B,C)\) and line segments \( \overrightarrow{AB}, \overrightarrow{AC} \) and \( \overrightarrow{BC} \) as in Figure 3, \( P_k(x_k,y_k,z_k) \) is inside \( T_i \) if it passes the following three conditions:

I) The point is on the same side of segment \( AB \) as that of vertex \( C \),

II) the point is on the same side of segment \( AC \) as that of vertex \( B \), and

III) The point is on the same side of segment \( BC \) as that of vertex \( A \).

The three conditions are mathematically satisfied by the corresponding equations below followed by the dot product of each condition’s result given by \( \mathbf{D} = \mathbf{S}_1 \cdot \mathbf{S}_2 \). When the dot product is greater than or equal to zero, then \( \mathbf{S}_1 \) and \( \mathbf{S}_2 \) are pointing in the same direction which means the point is inside the triangle, otherwise, it is outside.

Condition 1 Equation:
\[ S_1 = AB \times AP_k(x_k, y_k, z_k) \]
\[ S_2 = AB \times AC \]

Condition 2 Equation:
\[ S_1 = AC \times AP_k(x_k, y_k, z_k) \]
\[ S_2 = AC \times AB \]

Condition 3 Equation:
\[ S_1 = BC \times BP_k(x_k, y_k, z_k) \]
\[ S_2 = BC \times BA \]

Step 5 accumulates the number of intersections that each ray had. Step 6 classifies a voxel as inside or outside the surface model using Eq. 5 \[11\], which takes in the number of rays \( R_n \) and the number of intersections for each ray \( I_n \) to calculate a score for \( P_b(x_b, y_b, z_b) \), which is used to classify it as inside or outside the surface model when the score is 0 or 1, respectively \[11\].

\[
\text{Score} = \text{Round}\left(\frac{1}{R_n} \sum_{i=1}^{R_n} \frac{1 + (-1)^{I_n}}{2}\right) \quad (4)
\]

Finally, in step 7, all voxels classified as inside are assigned a nonzero intensity (e.g. 100) and all outside voxels are given an intensity of 0 creating a volume model.

3D Computational Complexity Analysis

The above method iterates through all the bounding box’s voxels \((m*n*r)\) and intersects the casting rays with all \(T_i\) triangle patches of the surface model. Therefore the complexity is \(O(m*n*r*T_i)\). As a side note, methods in other literature look at only \(O(T_i)\) because their goal is to classify one test voxel and not to find all the inside voxels. An example of the 3D method’s complexity would be, given a bounding box with dimensions 90*90*102 = 826,200 and a surface model with 52,000 patches then the required number of operations is approximately 43 billion operations. On the laptop we tested on, calculating an intersection with all \(T_i\) for each voxel takes approximately 500 milliseconds. This means that for the given 826,200 operations, calculating an intersection will take 826,200*500 = 413,100,000 milliseconds. Therefore, using the 3D method to convert the example surface model to a volume model can take up to 5 days (~115 hours).

2D Method

The complexity computed in the previous section for the 3D method is high. The number of triangle patches \(T_i\) is usually huge. The problem is that there is no way to reduce \(T_i\) except using decimation. However, even after performing such a step, in a reasonable way, it will still result in \(T_i\) being large for a fairly complicated real surface model. A feasible way to lower this complexity is to reduce the number of times the triangle patches are visited (the number of times a ray is intersected with all triangle patches). This is the premise for the 2D method.

A good way to reduce the computational complexity is to reduce the space from a 3D space to a 2D space prior to performing ray casting. To do so, the model is cut by planes in an arbitrary direction and at an arbitrary sampling rate resulting in 2D contours (i.e. polygon). Each voxel in the 2D contour space is now classified as inside the contour, and hence inside the surface model, by casting a ray and counting the number of intersections with the edges of the contour which is a significantly less than the number \(T_i\). Therefore, the 2D method could result in significantly less complexity.

At a high level, this method commences by cutting the 3D surface model resulting in a set of 2D contours. Rays are then casted from every test voxel within the 2D contour’s space classifying the voxel as inside or outside the contour, hence inside or outside the surface model, based on the number of intersections the rays have with the contour’s edges. The high level steps are as below followed by a detailed explanation of each step.

1. Create a 3D bounding box for the surface model.
2. Select a direction and a sampling rate for that direction to cut the surface model.
3. Intersect the surface model by parallel plane, $P_i$, at each sampling point forming 2D contour(s).
4. Calculate a 2D bounding box for each 2D contour.
5. For each voxel on the cutting plane $P_i$ cast a set of 2D rays with random slopes and count the number of intersections.
6. Steps 6 and 7 from the 3D method and then used to create the final volume model.

Step 1, a 3D bounding box for the surface model is created in the same manner as the 3D method. Step 2, the 3D bounding box is sampled in one direction. Step 3, at each sampling step, a plane $P_i$, $i \in \{1,...,q\}$, is intersected with the surface model, as illustrated in Figure 4. In other words, $P_i$ is intersected with all $T_i$. The intersection process occurs against the three line segments of $T_i$, using equation set 4. The intersection points are then connected forming a 2D contour (see Figure 5 for an example).

**Figure 4.** Plane slicing - Surface Model $M_s$ being sliced by plane $P_i$

**Figure 5.** A contour from a surface model

Equation Set 4:

\[
\begin{align*}
    x &= \frac{(d+by_i+cz_i)(y_j-y_i)x_i-x_j(y_j-y_i)x_i-c(z_j-z_i)x_i}{a+by_i+cz_i} \\
    y &= y_i + \frac{(y_j-y_i)x_j-x_i(y_j-y_i)x_i-c(z_j-z_i)x_i}{(x_j-x_i)} \\
    z &= z_i + \frac{(z_j-z_i)x_j-x_i(z_j-z_i)x_i}{(x_j-x_i)}
\end{align*}
\]

The equation has the same exceptions as that of the 3D method and hence similar equations can be derived using the same manner of that in the 3D method with the perspectives of $y$ and $z$.

Hence, the same equation set selection process needs to be used here as that one in the 3D method when performing an intersection.

Step 4, a 2D bounding box is computed for each contour. While iterating through the 2D bounding box, step 5 classifies each voxel as inside or outside the contour. This is done by casting a set of rays, with random slopes $m$, from each point in the bounding box, $P_b(x_b,y_b)$ and then intersected with contour’s edges. Let each contour edge have two endpoints edge start $(X_{es},Y_{es})$ and edge end $(X_{ee},Y_{ee})$. To test whether there is an intersection voxel $P_k(x_k,y_k)$, equation set 5 is used.

Equation Set 5:

\[
\begin{align*}
    x &= \frac{(m*Y_{es}+Y_{ee})(X_{es}-X_{ee})-X_{es}(Y_{es}-Y_{ee})}{m(X_{es}-X_{ee})} \\
    y &= Y_{es} + m*Y_{ee}
\end{align*}
\]

A few checks must take place to ensure that the $P_k$ can be counted as an intersection voxel. First, $P_k$ must be within the edge’s endpoints $(X_{es},Y_{es})$ and $(X_{ee},Y_{ee})$. The second test is to verify whether all the intersecting points are on one side of $(X_{ee},Y_{ee})$. This is because a ray could cause intersections on both sides of $(X_{ee},Y_{ee})$ if for example $(X_{ee},Y_{ee})$ is in the middle of the model. To do this, the dot product must be calculated. Given the first intersected point $(X_{ee},Y_{ee})$, and the new intersect point, $(X_{es},Y_{es})$, calculate the dot product using Equation 6.

\[dotProductValue = [(X_{ee}-X_{ee})*(X_{es}-X_{ee})] + [(Y_{ee}-Y_{ee})*(Y_{es}-Y_{ee})]\]
Using the same process as that of 3D with the result of the dot product, the intersection voxel is either counted or not. Finally, in step 6, using the same scoring method and volume model creation technique as that of the 3D method, the volume model is created.

**Special Case when Cutting by Z.**

Typically in medical imaging, the surface model will be intersected with a special plane \( P_i \), \( i \in \{1,...,q\} \) which goes through the \( z \)-axis. In plane \( P_i \), the value for \( z \) is set to a constant \( k \) and the values of \( a \) and \( b \) are 0. Therefore, the equation for \( P_i \) is simply \( z = k \) and the intersection point can be calculated using Equation Set 6.

Equation Set 6:

\[
P_i: z = k
\]

\[
x = \frac{(k - z_i)}{(z_j - z_i)}(x_j - x_i) + x_i
\]

\[
y = \frac{(k - z_i)}{(z_j - z_i)}(y_j - y_i) + y_i
\]

**2D Computational Complexity Analysis**

The above method has two major steps. First is cutting the model (i.e. intersecting all triangle patches) by \( q \) number of planes, which has complexity \( O(q*T_i) \). Note that \( q \) is significantly less than \( m*n*r \), which was the number of times the triangle patches were visited in the 3D method. Using the example in the last part of the previous section and assuming \( q=100 \), this means \( m*n*r/q \cong 8,100 \) times reduction in visiting triangle patches.

Second is classifying a voxel as inside or outside within the 2D contour whose complexity is the number of edges. The number of edges \( e \) in a 2D contour is significantly lower than the number of triangle patches \( T_i \) since only a very small fraction of triangle patches intersect with each cutting plane. Therefore, the complexity of step 2 is \( O(m*n*e) \). The overall complexity is \( O(q*T_i) + O(m*n*e) \) which is much smaller than the 3D complexity of \( O(m*n*r*T_i) \).

**1D Method**

The motivation of the 1D method is to create a volume model from a surface model with less computational complexity than that of the 2D method by reducing the number of edge visits for each 2D contour. Similar to how the number of triangle visits were significantly reduced in the previous approach, limiting the number of edge visits has promising potential. In the previous case, only the triangles intersecting a plane were considered, so in 1D we only visit edges intersecting a line. For the sake of simplicity, this line is chosen parallel to the \( y \)-axis as previously the plane was chosen to be parallel to the \( xy \)-plane. Analogous to the previous approach, the number of 2D rays casted would be significantly reduced using the 1D approach.

The 1D method works as follows. In the same manner as the 2D method, a set of 2D contours are created. Given the 2D contours, an arbitrary sampling direction (see the horizontal axis in Figure 6 for an example) and an arbitrary sampling rate are determined. A ray perpendicular to the sampling direction is casted at each sampling step, denoted by \( R \), with slope \( m \) and \( y \)-intercept \( b \) (see Equation Set 7). The ray \( R \) is then intersected with all the edges of the contour, where each edge is represented as \( R_e \) with slope \( m_e \) and \( y \)-intercept \( h_e \). In order to calculate the \( x \) intersection, \( R \) and \( R_e \) are intersected resulting in equations for \( x \) and \( y \) (see equation set 7) which are the intersection point.

Equation Set 7:

\[
R: y = mx + b_e
\]

\[
R_e: y = m_ex + h_e
\]

\[
x = (h_e - b_e)/ (m - m_e)
\]

\[
y = m_e [(h_e - b_e)/ (m - m_e)] + b_e
\]
Figure 6. 1D Method - Filled in circles are voxels that are classified as inside the contour while open circles are voxels classified as outside the contour. The circles with an “x” are the intersection points and are counted as inside.

Using the intersection points calculated above, all the voxels along the ray can be easily classified as inside or outside the surface model using the following three cases. In the first case, no edges intersect the ray and therefore all the voxels along the ray are classified as outside. In the second case there is only one intersection with the ray and therefore only the intersection voxel is classified as inside and the rest are classified as outside. Finally, the third case is that there is more than one intersection with the ray. In the case of more than one intersection, all the voxels from the beginning of the ray to the first intersection are classified as outside and all the voxels after the first intersection until the second intersection are classified as inside and this pattern alternates until the end of the ray is reached. See Figure 6 above for an illustration of this method. In this case, we assume that all the voxels on the border of the field of view are outside. Finally, using the same scoring method and volume model creation technique as that of the 3D method, volume model is created. There are four special cases provided below.

I) $m_i$ is undefined and hence no intersection point exists.
II) if $m_m = m_i$, then the edge and ray casted are parallel and hence no intersection point exists.
III) if the $x$ value of the ray casted is outside the endpoints of the edges then no intersection is checked.
IV) There is a special case in which the direction of the ray selected is perpendicular to an axis, which simplifies the method. Let us assume that it is perpendicular to the $x$-axis as Figure 6 above shows. In this case, ray casting will happen as follows. Given this special case, Equation Set 7 reduces to Equation Set 8 in which $y$ is simply the value of the sampling step.

Equation Set 8:
\[
L_i: y = x_0 \\
L_m: y = m_m x + h_m \\
x = \frac{x_0 - h_m}{m_m} \\
y = m_m \left( \frac{x_0 - h_m}{m_m} \right) + h_m
\]

Given all the intersection points, the classification and volume creation processes proceed as in the general case.

1D Computational Complexity Analysis

The above method has two major steps. The first major step is cutting the model which is the same as that of the 2D method and has a complexity of $O(q*T)$. The second major step is classifying a voxel as inside or outside the 2D contour whose complexity is the number of rays casted parallel to the $y$-axis. The number of rays casted is constant (resolution of the image in the $x$ direction) and limited to the edges where the $x$ value of the casted ray is between the endpoints of the edges. Thus, the number of edges to be intersected with the casted ray is independent of the
total number of contour edges and is a small and fairly constant number. Hence this step has the complexity of $O(1)$ as compared to 2D’s voxel classification step’s complexity of $O(m*n*e)$. Therefore, the overall complexity to find all the points inside a surface model using the 1D method is $O(q*T_i) + O(1)$.

**Implementation Details, Technologies Utilized and Datasets**

This program is created using .NET Framework 4.0. Within this project, various technologies were integrated together to streamline the conversion of a surface model to a volume model. These technologies include Visualization Toolkit (VTK), Imaging Toolkit (ITK) and ClearCanvas. All three libraries, VTK, ITK and ClearCanvas, have been built to run on C# .NET framework 4.0. It should be noted that both the VTK library and the ITK library are written in C++ and therefore, CMAKE was used to create the C# DLLs from the native C++ code. Figure 7 depicts the overall system architecture.

**Simulated Dataset**

The simulated dataset consists of models generated with varying number of triangle patches and complexities. The number of triangle patches is simply the number of triangles that make up the surface model. The models’ complexity is measured using the surface model representation. One way to do this is to calculate the ratio of the total surface area of the surface model divided by the volume of the surface model; generally referred to as the specific surface area which we simply consider as a measure of Complexity (Eq. 7).

$$\text{Complexity} = \frac{\text{Surface Area} (M_i)}{\text{Volume} (M_i)} \quad (7)$$

In order to generate the models, the following parameters were used and can be depicted in Figure 8(a).

1. Radius 1, $R_1$, used to generate the inner radius
2. Radius 2, $R_2$, used to generate the outer radius
3. Number of stripes, $w$, where each stripe $S_i$, $i \in \{1,\ldots,w\}$, has radius $R_{3i}$ and thickness $h$

**Real Dataset**

The Deep Perisylvian Area (DPSA) Segmentation and Surface Reconstruction from MR data were acquired on a GE Signa 3 Tesla scanner using a T1-weighted spoiled gradient echo (SPGR) pulse sequence with the following parameters: $TE = 4.288$ ms, $TR = 9.872$ ms, matrix size = $256 \times 256$; FOV = $240$ mm $\times 240$ mm; slice thickness = 2 mm, 124 slices without gaps. A semi-automated thresholding method was used to segment the gray matter. The threshold was set so that apparent contiguity between the DPSA and nearby subcortical structures (e.g., external capsule, putamen) was minimized. Where any scant contiguity remained on the segmented image as a consequence of partial volume and signal-to-noise effects, a manual separation was performed to
isolate the DPSA. The marching cubes method as described earlier was then applied to construct
the surface model of the structure.

Figure 8. Simulated Data Creation Parameters. Surface (a) and volume model cross sections (b-d)
representations

The evaluation consists of accuracy and computational complexity analyses (duration). For
computational complexity, we simply consider duration of how long the method ran for. The
duration was calculated using a laptop with 8 GB of memory, 1 socket (2 cores) with 4 logical
processors at 2.10 GHz and a solid state drive.

Results

In order to evaluate the methods proposed, eleven simulated models were generated using the
parameter values given in Table 3; and 20 real models of the human brain DPSA were used. Figure
8(b-d) above contains orthogonal cross sectional views of the simulated volume model.

Table 3. The parameters and complexity of the simulated models

<table>
<thead>
<tr>
<th>Models ID</th>
<th>R1**</th>
<th>R2***</th>
<th>Si****</th>
<th>R3i+</th>
<th>Triangles</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM’1</td>
<td>30</td>
<td>50</td>
<td>0</td>
<td>N/A</td>
<td>21,148</td>
</tr>
<tr>
<td>SM 2</td>
<td>30</td>
<td>50</td>
<td>1</td>
<td>55</td>
<td>23,030</td>
</tr>
<tr>
<td>SM 3</td>
<td>30</td>
<td>50</td>
<td>2</td>
<td>55</td>
<td>24,840</td>
</tr>
<tr>
<td>SM 4</td>
<td>30</td>
<td>50</td>
<td>2</td>
<td>Random sizes</td>
<td>25,852</td>
</tr>
<tr>
<td>SM 5</td>
<td>30</td>
<td>50</td>
<td>3</td>
<td>Random Sizes</td>
<td>23,921</td>
</tr>
<tr>
<td>SM 6</td>
<td>30</td>
<td>50</td>
<td>2</td>
<td>60</td>
<td>48,898</td>
</tr>
<tr>
<td>SM 7</td>
<td>30</td>
<td>50</td>
<td>4</td>
<td>60</td>
<td>76,868</td>
</tr>
<tr>
<td>SM 8</td>
<td>30</td>
<td>50</td>
<td>5</td>
<td>60</td>
<td>89,980</td>
</tr>
<tr>
<td>SM 9</td>
<td>30</td>
<td>50</td>
<td>7</td>
<td>60</td>
<td>115,691</td>
</tr>
<tr>
<td>SM 10</td>
<td>45</td>
<td>50</td>
<td>5</td>
<td>75</td>
<td>94,171</td>
</tr>
<tr>
<td>SM 11</td>
<td>45</td>
<td>50</td>
<td>7</td>
<td>75</td>
<td>121,724</td>
</tr>
</tbody>
</table>

*SM: Simulated Model
**R1: Radius 1 used to generate the inner radius of the simulated data
***R2: Radius 2 used to generate the outer radius of the simulated data
****Si: Number of stripes included in the simulated data
R3i: Radius of the stripes Si

1. Radius 2, R2, used to generate the outer radius
2. Number of stripes, w, where each stripe \( S_i, i \in \{1, \ldots, w\} \), has radius \( R_i \) and thickness \( b \)

Table 4 contains visualizations of all the real surface models and four of the simulated surface
models.
Table 4. M 1 - M 20 represent the surface model of the real dataset. SM 1, 2, 7 and 11 represent a surface model of a subset of the simulated dataset.

In order to calculate the accuracy of the method, four models are used; the original surface model (S1), the original volume model (V1), the generated surface model (S2) and the generated volume model (V2). Using those four models, accuracy is measured by calculating the ratio of the intersection of V1 and V2 and the union of V1 and V2. Note that intensities that were 0 in V1 and stayed 0 in V2 are considered background voxels and hence are not counted. The formal equation to measure accuracy is provided in Eq. 8.

\[ \text{Accuracy} = \frac{(V_1 \cap V_2)}{(V_1 \cup V_2)} \]  

The results of accuracy and duration of applying 2D and 1D methods on the simulated dataset are presented in Table 5. The Simulated Model (SM) IDs in Table 5 match those in Table 3. Note
that there are no results for the 3D method because when it was tested for SM 1, it took several hours to finish a few of the many slices. Extrapolating that duration, we estimated that it would take about 9,867 minutes which is equivalent to 164 hours, and hence slightly under a week to complete the conversion. Therefore, the 3D method is not feasible and so the timings were not recorded. Furthermore, both the 2D and the 1D methods had an average accuracy of over 99.7%. However, the 1D method was 3.75 times faster than the 2D method of 300 and 80 seconds, respectively, in average. Therefore, the 1D method is preferable and is the only method tested against the real dataset. In addition, for the real dataset, the duration in seconds were all either one or two seconds and hence milliseconds was used to evaluate the 1D method’s accuracy and duration for the real dataset instead of seconds.

Table 6 contains the accuracy and duration in milliseconds of applying only the 1D method to the real dataset.

<table>
<thead>
<tr>
<th>Model (M) ID</th>
<th>1D Accuracy (%)</th>
<th>1D Duration (ms)</th>
<th>Complexity</th>
<th>Triangles</th>
</tr>
</thead>
<tbody>
<tr>
<td>M 1</td>
<td>98.25</td>
<td>1,936</td>
<td>52.86</td>
<td>7,126</td>
</tr>
<tr>
<td>M 2</td>
<td>98.83</td>
<td>1,535</td>
<td>40.46</td>
<td>6,352</td>
</tr>
<tr>
<td>M 3</td>
<td>98.12</td>
<td>1,629</td>
<td>50.00</td>
<td>7,242</td>
</tr>
<tr>
<td>M 4</td>
<td>97.10</td>
<td>2,376</td>
<td>80.40</td>
<td>8,666</td>
</tr>
<tr>
<td>M 5</td>
<td>97.31</td>
<td>1,348</td>
<td>45.92</td>
<td>6,740</td>
</tr>
<tr>
<td>M 6</td>
<td>99.12</td>
<td>1,563</td>
<td>40.16</td>
<td>7,104</td>
</tr>
<tr>
<td>M 7</td>
<td>98.13</td>
<td>1,373</td>
<td>41.55</td>
<td>4,707</td>
</tr>
<tr>
<td>M 8</td>
<td>99.01</td>
<td>1,551</td>
<td>43.27</td>
<td>6,410</td>
</tr>
<tr>
<td>M 9</td>
<td>98.52</td>
<td>1,408</td>
<td>69.72</td>
<td>5,605</td>
</tr>
<tr>
<td>M 10</td>
<td>98.79</td>
<td>1,080</td>
<td>44.67</td>
<td>3,966</td>
</tr>
<tr>
<td>M 11</td>
<td>98.50</td>
<td>1,944</td>
<td>60.55</td>
<td>8,524</td>
</tr>
<tr>
<td>M 12</td>
<td>98.73</td>
<td>1,374</td>
<td>50.22</td>
<td>6,254</td>
</tr>
<tr>
<td>M 13</td>
<td>98.11</td>
<td>1,421</td>
<td>52.44</td>
<td>4,634</td>
</tr>
<tr>
<td>M 14</td>
<td>98.60</td>
<td>1,258</td>
<td>48.83</td>
<td>3,459</td>
</tr>
<tr>
<td>M 15</td>
<td>97.78</td>
<td>1,212</td>
<td>46.49</td>
<td>5,018</td>
</tr>
<tr>
<td>M 16</td>
<td>97.31</td>
<td>1,403</td>
<td>65.45</td>
<td>5,535</td>
</tr>
<tr>
<td>M 17</td>
<td>97.38</td>
<td>1,428</td>
<td>72.94</td>
<td>7,049</td>
</tr>
<tr>
<td>M 18</td>
<td>97.86</td>
<td>2,064</td>
<td>54.35</td>
<td>8,460</td>
</tr>
<tr>
<td>M 19</td>
<td>97.26</td>
<td>1,679</td>
<td>63.83</td>
<td>7,546</td>
</tr>
<tr>
<td>M 20</td>
<td>98.83</td>
<td>2,294</td>
<td>47.97</td>
<td>9,324</td>
</tr>
</tbody>
</table>

In order to analyze the data from Tables 5 and 6, a set of figures have been generated. Figures 9 – 12 plot the effect that the number of triangle patches a model contains and the effect of the a model’s complexity has on the the surface to volume conversion duration for both simulated and real data, respectively.
**Figure 9.** Trend line illustrating simulated data duration vs number of triangle patches

**Figure 10.** Trend line illustrating real data duration vs number of triangle patches

**Figure 11.** Trend line illustrating simulated data vs complexity

**Figure 12.** Trend line illustrating real data vs complexity

Figures 13 and 14 are used to examine whether there is a trend between a model’s complexity and the number of triangle patches it contains for both simulated and real data, respectively.

**Figure 13.** Trend line illustrating simulated data complexity vs number of triangle patches
Figure 14. Trend line illustrating real data complexity vs number of triangle patches

Finally, Figures 15 – 18 visualize the effect of a model’s complexity and the effect of the number of triangle patch’s a model contains on the accuracy of the surface to volume conversion for the real and simulated data, respectively.

Figure 15. Trend line illustrating simulated data accuracy vs complexity

Figure 16. Trend line illustrating real data accuracy vs complexity

Figure 17. Trend line illustrating simulated data accuracy vs number of triangle patches

Figure 18. Trend line illustrating real data accuracy vs number of triangle patches
Since sampling is used to convert from surface space to volume space, a discretization effect will take place which is illustrated in Figure 19.

**Figure 19.** Discretization effect of converting a surface model to a volume model. The border of the continuous model in light gray and the borders of the voxels in white.

**1D method compared to state of the art point ray casting method**

In this section the duration of the 1D method is compared to VTK’s PointInPolygon method (simply referred to as Ray Casting).

The data in Table 7 provides a summary of the results for comparing the 1D method to Ray Casting. Figure 20 demonstrates the conversion duration of the 1D method compared to Ray Casting.

**Table 7.** Results of Ray Casting compared to 1D method

<table>
<thead>
<tr>
<th>Number of Vertices</th>
<th>Ray Casting (ms)</th>
<th>1D (ms)</th>
<th>Ray Casting / 1D Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>432</td>
<td>208.24</td>
<td>32.76</td>
<td>6.36</td>
</tr>
<tr>
<td>730</td>
<td>639.91</td>
<td>30.57</td>
<td>20.93</td>
</tr>
<tr>
<td>962</td>
<td>1,598.96</td>
<td>32.35</td>
<td>49.43</td>
</tr>
<tr>
<td>1,050</td>
<td>1,653.59</td>
<td>36.53</td>
<td>45.27</td>
</tr>
<tr>
<td>1,276</td>
<td>3,648.83</td>
<td>37.85</td>
<td>96.40</td>
</tr>
<tr>
<td>1,312</td>
<td>3,255.02</td>
<td>32.26</td>
<td>100.90</td>
</tr>
<tr>
<td>1,330</td>
<td>4,525.55</td>
<td>33.16</td>
<td>136.48</td>
</tr>
<tr>
<td>1,486</td>
<td>4,049.78</td>
<td>32.81</td>
<td>123.43</td>
</tr>
<tr>
<td>1,492</td>
<td>3,169.1</td>
<td>31.54</td>
<td>100.48</td>
</tr>
<tr>
<td>1,560</td>
<td>5,942.87</td>
<td>30.13</td>
<td>197.24</td>
</tr>
<tr>
<td>16,137</td>
<td>--</td>
<td>84.8</td>
<td>--</td>
</tr>
</tbody>
</table>

**Figure 20.** Trend line illustrating the duration of Ray Casting vs 1D Method as the number of vertices increase
Discussion

Surface to Volume Conversion using Proposed Method

Analyzing the results from Tables 5 and 6, the following observations can be made for the 1D method. First, the more triangle patches the simulated model contains, the longer the duration for surface to volume conversions (Figure 9). In general, this is also true for the real dataset (Figure 10). Second, the simulated models' complexity loosely follows the duration pattern with one anomaly (indicated by an arrow in Figure 11). However, the real data does not follow such a pattern (Figure 12).

The two observations above can be explained by the fact that a simple (non-complex) model can be generated using many triangle patches and vice versa. Thus, there is not a strong correlation between the complexity of the model and the number of triangle patches, as illustrated in Figure 13, for the simulated dataset. This is even more apparent in the real dataset where there is no correlation (Figure 14). As discussed in the method section, the dominant factors influencing duration in the proposed method are the number of triangle strips and the number of triangle patches that need to be cut as shown in the first observation. Therefore, in general, we do not expect the duration to have a linear correlation with complexity as shown in the second observation.

The third observation is that the more complex the simulated model is, the lower the accuracy of the surface to volume conversions (Figure 15). The anomaly in Figure 15 can be discarded as the first three complexity values are practically the same. For the real data (Figure 16), an overall decreasing trend is evident. The correlation between the accuracy and the model complexity can be explained by the fact that the more complex the model is the more surface area it would have for a given volume. More surface area means that there are more voxels that make up the border of the surface model. Figure 19 shows a few voxels (white boxes) on the border (light gray) of a model where the effect of discretization is evident. If the center of a given voxel is inside of the border, the voxel is classified as inside. This can obviously present an inaccuracy as part of the voxel is in fact outside of the model. More border voxels can imply higher inaccuracies and therefore more complex models would show higher inaccuracies. This is observed in Table 5 with an average complexity of 19.7 resulting an average accuracy of 99.7% compared to the results in Table 6 with an average complexity of 53.6 resulting in an average accuracy of 98.2%. One may note that other factors like asymmetry can contribute to higher inaccuracy rates.

The fourth observation is that the simulation model’s accuracy versus the number of triangle patches are not correlated (Figure 17), which is even more evident for the real dataset (Figure 18). Therefore, among the two measures of model complexity and the number of triangle patches, the former correlates well with accuracy and the latter correlates better with the duration of the surface to volume conversion using the 1D method.

The worst performance, from the accuracy point of view, shows less than 1% deviation from the original volume model for simulated datasets. Even for a relatively large SOI such as DPSA, the method shows less than 3% deviation. Given the fact that the segmentation accuracy that is either manual or automatic is much lower [38], this method would be adequate to be used in a medical application.

1D Method Compared to State of the Art Point Ray Casting Method

Analyzing the results in this table indicate that finding all of the points inside a given polygon with less than 2,000 vertices is up to 200 times faster using the 1D method than using the Ray Casting method. Furthermore, as the number of vertices is increased, the 1D method stays fairly constant while the Ray Casting method increases at least linearly, which is apparent in Figure 20.

It is important to discuss when ray casting can result in false negatives. Two primary scenarios that we have seen in the literature are the tangent line and rounding errors issues. First, if the ray being casted is tangent to the model, then false negatives could occur. However, this has an extremely low likelihood in the order of 10^-400 [13]. Therefore, this is not of major concern for 3D and 2D methods due to the extremely low likelihood. The proposed 1D method does not suffer
from the tangent line case because we only count an edge intersection if the intersection is between the endpoints of the edge and not the vertex itself. Second scenarios for false negatives can occur due to rounding errors, which may occur for points very close to the boundary. Within the literature we have seen, all of the methods employ a rounding factor causing potential classification errors. However, this is a common issue for any method implemented on a finite precision arithmetic machine.

In this work, the way we have arrived at the 2D method from the 3D method using complexity analysis provided the pattern that we later applied on 2D method to arrive at 1D. In other words, we have proposed a natural progression that results in 1D method which is a novel and extremely fast approach. As discussed in the method section, the complexity of the 1D algorithm is $O(q^*T_j) + O(1)$. Most literature that finds points inside a 2D polygon express complexity in terms of the complexity of classifying a specific voxel inside a 2D polygon [39-42]. In our 1D method, this specific task is done in $O(1)$. Furthermore, the 1D method is efficient because our requirement is to find all the points inside the surface model, which is a more relaxed requirement compared to classifying a specific voxel as inside. The latter is the requirement in all the literature mentioned above [39-42]. To the best of our knowledge there exists no method with such an efficiency.

**Overall Query**

A typical query consists of two parts. The first part of the query is to narrow down the number of subjects being examined based on structured data such as date of birth, gender and other demographics information. The second part of the query is based on the unstructured content of the image and is usually more time consuming. Let us consider a hypothetical case of a medical database with hundreds of thousands of patients, a typical query may first be filtered to the top 100 subjects using structured data. The unstructured data within the returned 100 subjects narrowed down to five structures of interest along with their contralateral part result in 1,000 models to be converted and queried. Based on Table 6, a relatively complicated model, such as the DPSA, requires an average of 1.5 seconds to be converted. Therefore, converting all 1,000 models in the given scenario takes under half an hour. One may note that the times we reported in Table 6 are based on a laptop with limited computational power and could be significantly faster when using a powerful server. More importantly, it must be noted that this step could be an offline step.

**Conclusion and Future Work**

Having a system that takes an input of a volume model or a surface model and is able to convert between them is critical. The need to have both forms of the model is important because there are some quantitative calculations that are easier done using the volume model and some that are easier done using the surface model. The main contribution of this work was to provide a 1D method that is able to convert a surface model to a volume model with better efficiency that what is found in the current literature. In addition, the methodology proposed by the natural progression from 3D to 2D was quite novel and inspired the development of the 1D method. Overall, the results indicate that the conversion process is not lossless. However, the amount of data lost is very little and may not jeopardize the surface model’s features. The 1D method proposed in this paper is sufficient in converting the surface model to a volume model in terms of accuracy and time requirements. Therefore, it can be used in real life radiological systems capable of querying different aspects of the structure of interest and thus the content of medical images.

With the ability to efficiently convert a surface model to a volume model, as a future work we can build a general framework of an unlimited query module where feature extraction occurs on demand, rather than precalculated, and stored in the database as shown in Figure 1. Depending on the features of interest (volume features or surface features), the query engine will invoke the proper conversion method if the model is not available in the desired format (volume or surface). The query engine communicates with the feature extraction module to calculate specific features on demand using the converted models.
Equations' Symbols

\( P_T \): Plane for Triangle Patch 'T'

\( M \): Matrix consisting of vertices' coordinates

\( I \): vector containing elements \([1 \ 1 \ 1]\)

\( n \): normal vector

\( R \): Set of Rays

\((x_b, y_b, z_b)\): A point within the 3D bounding box

\((x_{bni}, y_{bni}, z_{bni})\): A point within the 3D neighboring structure to the bounding box

\( P_k(x_k, y_k, z_k)\): Intersection Point k

\( AB \): Segment of the given triangle patch

\( AC \): Segment of the given triangle patch

\( BC \): Segment of the given triangle patch

\( R_n \): Number of rays

\( T \): Number of triangle patches

\( P \): Plane used to cut the surface model

\((x_n, y_n, z_n)\), \((x_n, y_n, z_n)\): Endpoints of a triangle patch's segment

\( m \): Random slope

\((X_{poi}, Y_{poi})\): coordinates of the point of interest being tested

\((X_{es}, Y_{es}), (X_{ee}, Y_{ee})\): Edge start and Edge end points of the 2D contour

\((X_{fi}, Y_{fi})\): First intersection point found

\((X_{ni}, Y_{ni})\): New intersection point found

\( P_i \): Special plane which goes through the Z-axis

\( R_i \): Ray generated at various sampling steps

\( m_i \): Slope of ray \( R_i \)

\( h_i \): y-intercept of ray \( R_i \)

\( R_{ni} \): Edge point of 2D contour

\( m_{ni} \): Slope of edge point of 2D contour

\( h_{ni} \): y-intercept of edge point of 2D contour

\( x_o \): Value of x at the x-axis sample location

\( M \): The given model

\( V_1 \): Original volume model generated from simulation or segmentation

\( V_2 \): Volume model generated from conversion method
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