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Abstract
Introduction: Post-hoc analysis is the process of examining data after an initial statistical test conducted on more
than two groups, such as ANOVA or Kruskal-Wallis tests. Aim: This study aimed to perform a comparative
analysis of ten parametric post-hoc tests, used in eight different scenarios, with a focus on small sample sizes,
regarding the occurrence of type I and type II errors. Methods: An analytical study was conducted in which we
evaluated 10 parametric post-hoc tests, namely Duncan, Tukey HSD, Bonferroni, Fisher’s LSD, Scheffé, Dunnett,
Šidák, Gabriel, Games-Howell and Tamhane T2, using a personal database. The dataset contained synthetic values
based on experimental data, and a Monte Carlo-like simulation approach was used to simulate different
experimental scenarios. For each set of variables, data was randomly modified based on real values, with
adjustments made (either by adding or subtracting) to meet the specified criteria of interest (normality,
equal/unequal variance and group size, difference/no difference between groups, with ANOVA tests p-value
distant or closer to the significance threshold). Results: According to the scenario where no differences between
groups were found, variance was equal, and the p-value from ANOVA tests was close to the significance threshold,
both Duncan and Fisher’s LSD post-hoc tests presented type I errors in both equal and unequal group sizes. In
contrast, the Dunnett test showed type I errors only in the case of equal group sizes. For the same scenario, but in
cases where variance was unequal, all tests presented type I error except for Tamhane T2. Conclusion: For small
sample sizes, equal variances and p-value close to the significance threshold, Tukey HSD and Bonferroni presented
good control of type I errors, while Tamhane T2 was appropriate for unequal variance.
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Introduction

In statistical analysis, a further exploration of group differences typically follows an initial test that indicates or
not a significant outcome. Post hoc analysis represents the process of examining data after an initial statistical test,
such as ANOVA for parametric or Kruskal-Wallis for non-parametric categories, which indicates significant
differences between more than two groups [1,2]. The term "post-hoc", meaning "after the fact", was used when
there were no predefined hypotheses regarding which groups might differ, before the analysis [1]. The ANOVA
or Kruskal-Wallis (KW) test only shows whether there is at least one significant difference, but not where that
difference occurred [3,4]. When significant results are obtained from these tests (ANOVA and KW), parametric
(tests like Tukey or Dunnett) or non-parametric post-hoc tests (tests like Nemenyi or Dunn – Figure 1) are used
to perform pairwise comparisons between the groups included in the study.
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Figure 1. Parametric post-hoc tests
(Original design)

Post-hoc analysis is an exploratory approach, enabling researchers to investigate the data further and highlight
the specific group comparisons that contributed to the overall effect observed [4]. Following the main steps of the
analysis is essential for ensuring the validity and accuracy of the results, as shown in Figure 2. Moreover, careful
consideration of post-hoc test selection based on sample size, variance equality, and error control is critical to
avoid misleading conclusions and to improve the robustness of the findings.

Figure 2. The analysis main steps.
(Original design)

Correct application of post-hoc tests is essential for a valid analysis [5,6]. Improper application of these tests
can affect the integrity of the research and lead to inaccurate conclusions. Considering that post-hoc tests often
involve multiple comparisons, they increase the risk of type I errors (known as false positives), and if adjustments
are not made to control these errors, the results can become invalid [3,7]. To reduce this risk, post-hoc methods
such as the Tukey test (Table 1) are commonly used [8,9]. These methods control the inflation of error rates,
ensuring that the conclusions are valid and reliable.
Post-hoc tests vary in their characteristics, with some prioritizing conservatism to minimize false positives (e.g.,

Scheffé's test), while others, like Tukey's HSD, offer a more liberal approach that balances error control with
statistical power. Understanding these differences is crucial for selecting the most appropriate test based on the
specific goals and data structure of the study [7].
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Table 1. Post-hoc tests characteristics

No. Post-Hoc Test Tests’ characteristics Reference

1. Duncan · Higher type I error risk.
· Affected by unequal group sizes. [10,12]

2. Tukey HSD  Lower type I error risk.
 Robust to unequal group sizes. [3,10,12]

3. Bonferroni · Lower type I error risk.
· Sensitive to unequal group size. [10,12,13]

4. Fisher’s LSD  Higher type I error risk.
 Affected by unequal group sizes. [10,12,14]

5. Scheffé · Lower type I error risk.
· Less affected by unequal group sizes. [3,10,12]

6. Dunnett  Lower type I error risk.
 Sensitive to unequal group sizes. [3,10]

7. Šidák  Medium type I error risk.
 Affected by unequal group sizes. [11,12,15]

8. Gabriel  Susceptible to type I errors.
 Less affected by unequal group sizes. [10,11,16]

9. Games-Howell · Lower type I error risk.
· Less affected by unequal group sizes. [10,11,12]

10. Tamhane T2  Lower type I error risk.
 Affected by unequal group sizes. [10,11]

Overall, post-hoc tests are an essential tool for refining initial findings and providing a more detailed
understanding of group interactions. Post-hoc tests are also characterized by essential elements such as error type
(I – false positive or II – false negative) and significance. Different findings were reported by researchers,
highlighting the complexity of the issue (Table 2).

Table 2. Studies reporting findings after post-hoc test analyses

First author
et al. [ref]

Sample
size

Post-hoc test
used Activity reported

Juarros-
Basterretxea
et al. [4]

Multiple
sample
sizes (both
small and
large)

Fisher’s LSD,
Bonferroni, Šidák,
Scheffé, Tukey
HSD, Gabriel,
Hochberg’s GT2

In cases of violated homoscedasticity and balanced groups,
the Bonferroni, Šidák, Hochberg GT2, and Gabriel tests
showed great accuracy, exceeding the Tukey HSD and
Scheffé tests, presenting a lower error rate.

Shingala and
Rajyaguru [7]

Large
sample
sizes

Games-Howell,
Tamhane T2,
Dunnett T3,
Dunnett C

The Games-Howell method outperformed Tamhane's T2
when the confidence interval ratio was below 1, also
showing narrower confidence intervals compared to those
from Tamhane's T2, Dunnett's T3 and Dunnett's C

Type I error is represented by the rejection of a true null hypothesis, meaning an incorrect conclusion that there
is a significant difference when, in fact, no difference exists [10,11]. Type II error is represented by the acceptance
of a false null hypothesis, meaning that the procedure failed to detect a significant difference when, in reality, there
is a difference [10,11]. Significance refers to the probability that the differences between groups are not due to
chance. All post-hoc tests provide a p-value that indicates significance. If the p-value is less than the chosen
significance level (usually 0.05), the differences are considered statistically significant [11]. In the existing literature,
few analyses regarding post-hoc tests, particularly in the context of their application to small sample sizes and the
nuanced examination of significance and errors were performed. While many studies have explored post-hoc
testing in general, there is a lack of in-depth analysis focused specifically on how these tests perform under the
constraints of small sample sizes. Some research has concentrated on larger datasets, leaving the challenges of
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small sample sizes underexplored, especially when it comes to refining the choice of tests based on error rates and
type I/II errors. Given the complexity of small sample environments, a more targeted investigation into the
efficacy and accuracy of various post-hoc tests is needed, particularly to understand their behavior in conditions
of unequal variances and when traditional assumptions no longer hold.
This study aimed to perform a comparative analysis of ten parametric post-hoc tests, used in eight different

scenarios, with a focus on small sample sizes, regarding the occurrence of type I and type II errors.

Materials and Methods

Study Design
An analytical study was conducted in which we evaluated 10 parametric post-hoc tests (Duncan, Tukey HSD,

Bonferroni, Fisher’s LSD, Scheffé, Dunnett, Šidák, Gabriel, Games-Howell, and Tamhane T2) (Table 1), using a
personal database containing synthetic values based on experimental data for polyphenol quantities in red clover.
These tests were selected due to their frequent use in research and familiarity among researchers. A total of 30
values per variable were selected from the 40 available values and distributed into three groups. As some post-hoc
tests may perform better with groups of equal sizes, while others are more robust with groups of unequal sizes,
both equal and unequal group sizes were randomly composed and used in the analysis of small samples.

Data Simulation
A Monte Carlo-like simulation approach was used to simulate different experimental scenarios and assess the

robustness of the statistical tests. For each set of variables, data was randomly modified based on real values, with
adjustments made (either by adding or subtracting) to meet the specified criteria of interest. To each scenario from
the study, we assigned an individual variable.
The variables selected for the study were determined based on the following criteria:

· Normally distributed data. · Equal/unequal variance.
· Difference/no difference between groups. · Equal/unequal group size.

The scenarios were structured according to Figure 3. For all scenarios, two cases (a and b) were followed using
variables with p-value distant or closer to the significance threshold, both for significant difference or no difference
between groups (One-Way ANOVA or Welch ANOVA).

Figure 3. Study scenarios.
(Original design)
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Statistical Methods
All data were analyzed using R 4.4.2 (‘Pile of Leaves’) software version [17] and IBM SPSS 26.0 (demo version)

[18], with the following packages from R: ”agricolae” [19] and ”DescTools” [20]. Data normality was assessed
using descriptive statistics, Q-Q (Quantile-Quantile) plot, and the Shapiro-Wilk test with Holm correction for
multiple comparisons. The homogeneity of variances across different groups was evaluated with Bartlett test.
The significance cutoff was set to 0.05 (at 95% confidence level). One-Way ANOVA and Welch ANOVA tests

were performed to determine the presence of a significant difference between groups. Duncan, Tukey HSD,
Bonferroni, Fisher’s LSD, Scheffé, Dunnett, Šidák, Gabriel, Games-Howell, or Tamhane T2 post-hoc tests for
multiple pairwise comparisons were used to detect the presence of type I and type II errors.

Results

In this study, all groups from each scenario were normally distributed (p>0.05, Shapiro-Wilk with Holm
correction for multiple comparison) and One-Way ANOVA or Welch ANOVA test was performed according to
variance p-value obtained with Bartlett test (Table 3 – for both categories of variables, with p-values from the One-
Way ANOVA/Welch ANOVA test that are either distant ”a” or closer ”b” to the threshold value).

Table 3. Characteristics of the scenario variables.

Variable
Shapiro-Wilk test with Holm

correction
(data normality) p-value

Bartlett test
(variance)

p-value

One-Way
ANOVA/

Welch ANOVA/
p-valueGroup A Group B Group C

Equal Group Size (n=10) (n=10) (n=10)
Scenario 1 a >0.999 >0.999 0.718 0.289 0.383

b >0.999 >0.999 >0.999 0.784 0.056

Scenario 3 a 0.174 0.187 0.376 0.012* 0.535
b 0.209 0.209 0.376 0.023* 0.089

Scenario 5 a >0.999 >0.999 >0.999 0.619 <0.001***
b >0.999 >0.999 >0.999 0.281 0.047*

Scenario 7 a 0.092 0.163 0.337 0.035* 0.007**
b 0.193 0.193 0.337 0.012* 0.024*

Unequal Group Size (n=7) (n=12) (n=11)
Scenario 2 a >0.999 >0.999 0.194 0.538 0.217

b 0.212 0.408 0.408 0.131 0.073

Scenario 4 a 0.667 0.962 0.962 0.012* 0.245
b >0.999 >0.999 >0.999 0.016* 0.068

Scenario 6 a 0.191 0.118 0.276 0.155 <0.001***
b 0.401 0.118 0.401 0.807 0.012*

Scenario 8 a 0.142 0.799 0.799 <0.001*** <0.001***
b >0.999 >0.999 >0.999 <0.001*** 0.015*

Note: */**/*** - significance according to p-value.

Analysis of Cases with no Significant Difference Between Groups

In the case of no significant difference between groups and both equal and unequal variance with p-value
distant from the significance threshold, no errors were determined (Table 4 and Table 6). In the case of no
significant difference between groups and equal variance with closer p-value to the significance threshold, Duncan,
Fisher’s LSD and Dunnett tests presented type I error (even though One-Way ANOVA did not show presence
of difference between groups), for the defined sample size (counting 30 values/variable) (Table 5). In the case of
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no significant difference between groups and unequal variance with p-value closer to the significance threshold,
the only post-hoc test that did not present type I errors was Tamhane T2 (Table 7).

Table 4. Testing on equal variance, group size type and p-value distant from the significance threshold

Post Hoc Test Group size
type

One-Way
ANOVA
p-value

Error type
I/II

Post-hoc group comparison
Group A & B Group A & C Group B & C

p-value p-value p-value
Duncan Equal 0.383 No 0.923 0.242 0.252

Unequal 0.217 0.152 0.064 0.582
Tukey HSD Equal 0.383 No 0.995 0.425 0.481

Unequal 0.217 >0.999 0.358 0.246
Bonferroni Equal 0.383 No >0.999 0.647 0.756

Unequal 0.217 >0.999 0.523 0.338
Fisher’s LSD Equal 0.383 No 0.923 0.216 0.252

Unequal 0.217 0.983 0.174 0.113
Scheffé Equal 0.383 No 0.995 0.458 0.513

Unequal 0.217 >0.999 0.391 0.277
Dunnett Equal 0.383 No 0.993 0.355 0.408

Unequal 0.217 >0.999 0.279 0.197
Šidák Equal 0.383 No >0.999 0.517 0.582

Unequal 0.217 >0.999 0.437 0.301
Gabriel Equal 0.383 No >0.999 0.508 0.572

Unequal 0.217 >0.999 0.424 0.294
Games-Howell Equal 0.383 No 0.996 0.417 0.407

Unequal 0.217 >0.999 0.344 0.236
Tamhane T2 Equal 0.383 No >0.999 0.514 0.501

Unequal 0.217 >0.999 0.431 0.290
Note: */**/*** - significance according to p-value obtained from post-hoc test for groups comparison.

Table 5. Testing on equal variance, group size type and p-value closer to the significance threshold.

Post Hoc Test Group size
type

One-Way
ANOVA
p-value

Error type
I/II

Post-hoc group comparison
Group A & B Group A & C Group B & C

p-value p-value p-value
Duncan Equal 0.056 Yes 0.091 0.026* 0.484

Unequal 0.073 0.796 0.098 0.039*
Tukey HSD Equal 0.056 No 0.204 0.052 0.760

Unequal 0.073 0.963 0.219 0.076
Bonferroni Equal 0.056 No 0.272 0.061 >0.999

Unequal 0.073 >0.999 0.295 0.092
Fisher’s LSD Equal 0.056 Yes 0.091 0.020* 0.484

Unequal 0.073 0.796 0.098 0.031*
Scheffé Equal 0.056 No 0.232 0.065 0.779

Unequal 0.073 0.966 0.249 0.093
Dunnett Equal 0.056 Yes 0.158 0.038* 0.703

Unequal 0.073 No 0.947 0.163 0.057
Šidák Equal 0.056 No 0.248 0.060 0.863

Unequal 0.073 0.991 0.267 0.089
Gabriel Equal 0.056 No 0.242 0.059 0.857

Unequal 0.073 0.991 0.257 0.087
Games-Howell Equal 0.056 No 0.236 0.070 0.728

Unequal 0.073 0.969 0.186 0.076
Tamhane T2 Equal 0.056 No 0.292 0.083 0.837

Unequal 0.073 0.994 0.236 0.091
Note: */**/*** - significance according to p-value obtained from post-hoc test for groups comparison.
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Table 6. Testing on unequal variance, group size type and p-value distant from the significance threshold.

Post Hoc Test Group size
type

Welch
ANOVA
p-value

Error type
I/II

Post-hoc group comparison
Group A & B Group A & C Group B & C

p-value p-value p-value

Duncan Equal 0.535 No 0.397 0.220 0.644
Unequal 0.245 0.911 0.560 0.514

Tukey HSD Equal 0.535 No 0.669 0.392 0.887
Unequal 0.245 0.675 0.969 0.436

Bonferroni Equal 0.535 No >0.999 0.586 >0.999
Unequal 0.245 >0.999 >0.999 0.668

Fisher’s LSD Equal 0.535 No 0.397 0.195 0.644
Unequal 0.245 0.402 0.812 0.223

Scheffé Equal 0.535 No 0.694 0.425 0.897
Unequal 0.245 0.700 0.971 0.469

Dunnett Equal 0.535 No 0.602 0.324 0.855
Unequal 0.245 0.954 0.589 0.370

Šidák Equal 0.535 No 0.781 0.479 0.955
Unequal 0.245 0.786 0.993 0.530

Gabriel Equal 0.535 No 0.773 0.470 0.953
Unequal 0.245 0.775 0.993 0.521

Games-Howell Equal 0.535 No 0,715 0.508 0.771
Unequal 0.245 0.821 0.983 0.192

Tamhane T2 Equal 0.535 No 0.829 0.618 0.874
Unequal 0.245 0.916 0.998 0.235

Note: */**/*** - significance according to p-value obtained from post-hoc test for groups comparison.

Table 7. Testing on unequal variance, group size type and p-value closer to the significance threshold.

Post Hoc Test Group size
type

Welch
ANOVA
p-value

Error type
I/II

Post-hoc group comparison
Group A & B Group A & C Group B & C

p-value p-value p-value

Duncan Equal 0.089 Yes 0.065 0.012* 0.390
Unequal 0.068 No 0.138 0.953 0.097

Tukey HSD Equal 0.089 Yes 0.151 0.024* 0.661
Unequal 0.068 No 0.293 0.998 0.184

Bonferroni Equal 0.089 Yes 0.194 0.028* >0.999
Unequal 0.068 No 0.412 >0.999 0.243

Fisher’s LSD Equal 0.089 Yes 0.065 0.009* 0.390
Unequal 0.068 No 0.137 0.952 0.081

Scheffé Equal 0.089 Yes 0.176 0.032* 0.686
Unequal 0.068 No 0.325 0.998 0.212

Dunnett Equal 0.089 Yes 0.115 0.017* 0.593
Unequal 0.068 No 0.224 0.997 0.144

Šidák Equal 0.089 Yes 0.181 0.028* 0.773
Unequal 0.068 No 0.358 >0.999 0.223

Gabriel Equal 0.089 Yes 0.178 0.027* 0.765
Unequal 0.068 No 0.344 >0.999 0.219

Games-Howell Equal 0.089 No 0.213 0.072 0.449
Unequal 0.068 Yes 0.543 0.999 0.044*

Tamhane T2 Equal 0.089 No 0.267 0.087 0.551
Unequal 0.068 0.666 >0.999 0.051

Note: */**/*** - significance according to p-value obtained from post-hoc test for groups comparison.
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Analysis of Cases with Significant Difference Between Groups

In the case of differences and both equal and unequal variance, no errors were determined (Table 8-11).

Table 8. Testing on equal variance, group size type and p-value distant from the significance threshold.

Post Hoc Test Group size
type

One-Way
ANOVA
p-value

Error type
I/II

Post-hoc group comparison
Group A & B Group A & C Group B & C

p-value p-value p-value
Duncan Equal <0.001 No <0.001*** <0.001*** <0.001

Unequal <0.001 0.002** <0.001*** 0.414
Tukey HSD Equal <0.001 No <0.001*** <0.001*** <0.001

Unequal <0.001 0.004** 0.001*** 0.689
Bonferroni Equal <0.001 No <0.001*** <0.001*** <0.001

Unequal <0.001 0.005** 0.001*** >0.999
Fisher’s LSD Equal <0.001 No <0.001*** <0.001*** <0.001

Unequal <0.001 0.002** <0.001*** 0.414
Scheffé Equal <0.001 No <0.001*** <0.001*** <0.001

Unequal <0.001 0.006** 0.001*** 0.712
Dunnett Equal <0.001 No <0.001*** <0.001*** <0.001

Unequal <0.001 0.003** 0.001*** 0.629
Šidák Equal <0.001 No <0.001*** <0.001*** <0.001

Unequal <0.001 0.005** 0.001*** 0.799
Gabriel Equal <0.001 No <0.001*** <0.001*** <0.001

Unequal <0.001 0.004** 0.001*** 0.792
Games-Howell Equal <0.001 No <0.001*** <0.001*** <0.001

Unequal <0.001 0.055 0.024* 0.579
Tamhane T2 Equal <0.001 No <0.001*** <0.001*** <0.001

Unequal <0.001 0.069 0.029* 0.691
Note: */**/*** - significance according to p-value obtained from post-hoc test for groups comparison.

Table 9. Testing on equal variance, group size type and p-value closer to the significance threshold.

Post Hoc Test Group size
type

One-Way
ANOVA
p-value

Error type
I/II

Post-hoc group comparison
Group A & B Group A & C Group B & C

p-value p-value p-value
Duncan Equal 0.047 No 0.198 0.204 0.019*

Unequal 0.012 0.023* 0.005** 0.343
Tukey HSD Equal 0.047 No 0.397 0.407 0.037*

Unequal 0.012 0.058 0.009** 0.605
Bonferroni Equal 0.047 No 0.594 0.613 0.043*

Unequal 0.012 0.069 0.010** >0.999
Fisher’s LSD Equal 0.047 No 0.198 0.204 0.014*

Unequal 0.012 0.023* 0.003** 0.343
Scheffé Equal 0.047 No 0.430 0.440 0.047*

Unequal 0.012 0.072 0.013* 0.633
Dunnett Equal 0.047 No 0.328 0.338 0.026*

Unequal 0.012 0.041* 0.006** 0.540
Šidák Equal 0.047 No 0.484 0.496 0.042*

Unequal 0.012 0.068 0.010** 0.717
Gabriel Equal 0.047 No 0.475 0.487 0.041*

Unequal 0.012 0.064 0.010** 0.708
Games-Howell Equal 0.047 No 0.396 0.492 0.023*

Unequal 0.012 0.110 0.033* 0.579
Tamhane T2 Equal 0.047 No 0.489 0.598 0.026*

Unequal 0.012 0.136 0.039* 0.691
Note: */**/*** - significance according to p-value obtained from post-hoc test for groups comparison.
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Table 10. Testing on unequal variance, group size type and p-value distant from the significance threshold.

Post Hoc Test Group size
type

Welch
ANOVA
p-value

Error type
I/II

Post-hoc group comparison
Group A & B Group A & C Group B & C

p-value p-value p-value

Duncan Equal 0.007 No 0.002 <0.001 0.418
Unequal <0.001 <0.001*** <0.001*** 0.408

Tukey HSD Equal 0.007 No 0.005** 0.001*** 0.693
Unequal <0.001 <0.001*** 0.001*** 0.682

Bonferroni Equal 0.007 No 0.005** 0.001*** >0.999
Unequal <0.001 <0.001*** 0.001*** >0.999

Fisher’s LSD Equal 0.007 No 0.002** <0.001*** 0.418
Unequal <0.001 <0.001*** <0.001*** 0.408

Scheffé Equal 0.007 No 0.007** 0.001*** 0.716
Unequal <0.001 <0.001*** 0.001*** 0.706

Dunnett Equal 0.007 No 0.003** <0.001*** 0.628
Unequal <0.001 <0.001*** <0.001*** 0.622

Šidák Equal 0.007 No 0.005** 0.001*** 0.803
Unequal <0.001 <0.001*** 0.001*** 0.793

Gabriel Equal 0.007 No 0.005** 0.001*** 0.796
Unequal <0.001 <0.001*** 0.001*** 0.786

Games-Howell Equal 0.007 No 0.017* 0.006** 0.521
Unequal <0.001 0.001*** 0.004** 0.667

Tamhane T2 Equal 0.007 No 0.019* 0.006** 0.632
Unequal <0.001 0.001*** 0.004** 0.784

Note: */**/*** - significance according to p-value obtained from post-hoc test for groups comparison.

Table 11. Testing on unequal variance, group size type and p-value closer to the significance threshold.

Post Hoc Test Group size
type

Welch
ANOVA
p-value

Error type
I/II

Post-hoc group comparison
Group A & B Group A & C Group B & C

p-value p-value p-value

Duncan Equal 0.024 No 0.007** 0.001** 0.456
Unequal 0.015 0.001** 0.006** 0.417

Tukey HSD Equal 0.024 No 0.018* 0.003** 0.732
Unequal 0.015 0.002** 0.017* 0.692

Bonferroni Equal 0.024 No 0.021* 0.003** >0.999
Unequal 0.015 0.003** 0.019* >0.999

Fisher’s LSD Equal 0.024 No 0.007** 0.001*** 0.456
Unequal 0.015 0.001*** 0.006** 0.417

Scheffé Equal 0.024 No 0.025* 0.004** 0.753
Unequal 0.015 0.004** 0.022* 0.715

Dunnett Equal 0.024 No 0.013* 0.002** 0.671
Unequal 0.015 0.002** 0.011* 0.633

Šidák Equal 0.024 No 0.021* 0.003** 0.839
Unequal 0.015 0.003** 0.019* 0.802

Gabriel Equal 0.024 No 0.020* 0.003** 0.832
Unequal 0.015 0.002** 0.018* 0.795

Games-Howell Equal 0.024 No 0.049* 0.018* 0.521
Unequal 0.015 0.015* 0.026* 0.667

Tamhane T2 Equal 0.024 No 0.059 0.021* 0.632
Unequal 0.015 0.018* 0.033* 0.784

Note: */**/*** - significance according to p-value obtained from post-hoc test for groups comparison.
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Discussion

Following the study, a series of post-hoc tests were identified as presenting type I errors. According to the
scenario where no differences between groups were found, variance was equal, and the p-value from One-Way
ANOVA tests was close to the significance threshold, both Duncan and Fisher’s LSD post-hoc tests presented
Type I errors in both equal and unequal group sizes. In contrast, the Dunnett test showed Type I errors only in
the case of equal group sizes (Table 5). The Duncan and Fisher’s LSD tests were more susceptible to Type I errors
compared to the other post-hoc tests, with a higher risk, as confirmed by scientists [10,12]. Additionally, both post-
hoc tests were influenced by the group size. In contrast, the Dunnett test, compared to the other two, was affected
only by equal group sizes. According to scientists, it was recommended for cases where the comparison groups
had equal sizes [11,12], but a small group size affected this post-hoc test.
Similarly, for the same scenario, but in cases where variance was unequal, the Duncan, Tukey HSD, Bonferroni,

Fisher’s LSD, Scheffé, Dunnett, Šidák, and Gabriel tests presented Type I errors when group sizes were equal
(Table 7). The majority of these tests were recommended by scientists as suitable for groups with unequal sizes
[7,10]. The Games-Howell test, compared to the others, showed Type I errors only when group sizes were unequal.
Of this category, the only test that did not present Type I errors was Tamhane T2 post-hoc test.
For the scenario where no differences were determined between groups, variance was either equal or unequal,

group sizes were equal or unequal, and the p-value of both ANOVA tests was far from the significance threshold,
none of the post-hoc tests showed type I errors (Table 4 and Table 6).
In the other scenario where differences between groups were present, variance was either equal or unequal,

group sizes were equal or unequal, and the p-value of both ANOVA tests was either distant or close to the
significance threshold, none of the post-hoc tests showed type II errors, all returning good values (Table 8-11).
Some tests like Tukey HSD and Bonferroni are more appropriate for larger samples (n>30) [10], and using a

small sample size influenced the post-hoc tests negatively.

Study Limitations
A small sample size (n=30/variable) may reduce the statistical power of the analysis and limit the applicability

of the findings to the larger population. Another limitation was represented by the fact that this study focused only
on parametric post-hoc tests. Also, using only variables that follow a normal distribution, the study may limit the
ability to determine the behavior of all relevant variables. Future research is recommended to investigate this
aspect, with the goal of providing clearer guidance on the selection of appropriate post-hoc tests for various
experimental conditions. Additionally, studies using a wider range of scenarios and larger sample sizes will offer a
more comprehensive understanding of the findings and enhance the applicability of the results.

Conclusions

For analysis, in the case of small sample size, presenting equal variance and p-value closer to the significance
threshold (from One-Way ANOVA tests), post-hoc test like Tukey HSD, Bonferroni and others (except for
Duncan, Fisher’s LSD and Dunnett) controlled the type I errors. In the case of unequal variance, a proper test to
be used was Tamhane T2 since it controlled the type I error, better than the other post-hoc tests. For cases where
the p-value from One-Way ANOVA tests was distant to the significance threshold, every post-hoc performed
well, no errors occurred during the process.

List of Abbreviations: ANOVA – Analysis of Variance; Tukey HSD – Tukey's Honest Significant Difference; Fisher’s LSD
– Fisher’s Least Significant Difference.
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